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Introduction

This has been a wonderful project. We’ve watched with delight as essays arrived 
from friends, colleagues, and complete strangers. We’ve read through them with 
interest, leavened by moments of surprise and amusement. And in some cases we’ve 
been deeply touched. We’ve remembered things we’d forgotten (once upon a time 
no one knew what fl aming was), and learned things we didn’t know (Ivan 
Sutherland had to work hard to make Sketchpad’s circles look right because pixels 
weren’t square). And we’ve gotten a lot of different takes on fundamental issues in 
human–computer interaction (hereafter HCI), from the value of qualitative investi-
gations to cognitive modeling.

But we’re getting ahead of ourselves.
Our beginning should serve to put you, dear reader, on notice that you are about 

to dip into something that is rather different. This is a book of essays. The essays 
are short and personal, and each is about a particular piece of work that is at least 
ten years old. We asked contributors to select a paper, book, or other piece of work 
that had an important impact on their view of HCI. We did not require that the 
work be about HCI. Nor did we require that it achieve any particular external stan-
dard of importance. People could choose a work from the informal HCI canon of 
great works, or they could choose a forgotten gem that they wanted to rescue from 
obscurity. We received essays of both sorts, and also some of other sorts. We pro-
hibited contributors from writing about their own work (famous contribution or 
forgotten gem), and succeeded in discouraging them from writing about their advi-
sors’ work (so, advisors, don’t be offended by your former students’ choices!).

Why did we do this? Here are two origin stories. This is the one that we told 
MIT Press when we sent them our proposal:

As a fi eld, HCI is almost three decades old. While this is not old as disciplines go, it is old 
enough that those who were present at the beginnings of HCI are moving into retirement, 



2  Introduction

and it is old enough that “fourth generation” HCI researchers and practitioners are entering 
the fi eld. During this period HCI has produced a rich and varied array of literature. As newer 
researchers come to the fore, and as the volume of literature grows, the newer literature 
increasingly becomes the focus of attention. Older contributions that have shaped the trajec-
tory and character of the fi eld may soon be lost or forgotten.
 The premise of this project is that there is value in reconsidering earlier work in HCI, 
and in refl ecting on how it has shaped research, practices, our community, and individual 
perspectives.

The other story involves alcohol, a crowded reception and a chance European 
dénouement. One of us (identifi cation is left as an exercise for the reader) was 
describing the recent rejection of an article in which a reviewer (fortunately anony-
mous) commented that the paper’s references were “rather old.” As those readers 
who are versed in the art of attending conference receptions can imagine, this was 
a promising starting point for a rant. And, as they also might imagine, the implica-
tion that the paper was rejected solely because of “old” references was not accurate. 
But that didn’t matter—the important point, for the purposes of the rant, was the 
implication that references, like milk, bread or cheese, would somehow go bad after 
a certain amount of time. The rant was sympathetically received by the other editor-
to-be, who then responded with a radical proposal: Why don’t we do something 
about it! Why don’t we ask people to write about old work, and the impact it had 
on them, and, perhaps, what it still has to say to us today? This led, through a 
variety of events, to the note to MIT Press, and ultimately to this book.

Both of these stories are true. We make a point of telling both because they illu-
strate one thing we are trying to do in the book. The fi rst story is the offi cial 
story—the front-stage story—the rationale that we craft for our audience. The 
second story is the back-stage story. It tells what happened behind the scenes, how 
things “actually” played out in the somewhat haphazard and idiosyncratic fashion 
of daily interpersonal interaction. What we’re interested in, in this book, is the 
relationship between these types of stories, the interplay between what goes on 
behind the scenes, and what goes on front stage.

As researchers and practitioners we write papers and give talks and do demos. If 
our efforts succeed, we receive citations and applause and other sorts of public 
attention. And if they fail—well, do they ever entirely fail? What sort of life does 
our work have behind the scenes, even if the audience’s applause was half hearted? 
While the institutions that undergird our discipline require metrics, and while 
overall popularity is probably as good a metric as any, it seems evident that the 
work we do has impact at the personal level. A demo, a book, a paper, has its effect 
on the individual: it can solve a problem, illustrate the utility of a new method, or 
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catalyze a shift in perspective. It can change the course of a career or spawn a new 
line of research. And these effects may be, and sometimes are, independent of 
popularity. One of our hopes, in assembling this collection, was to get glimpses of 
how this comes about.

We’ll now move fi rmly to the front of the stage (yes, yes, we’re both big Erving 
Goffman fans). Although the initial idea for the book was quite simple, as we talked 
it through and discussed how to proceed, it grew more complex.

As we’ve mentioned, we see valuable older work fading from our discipline’s 
working memory. We are interested in bringing back that work in a way that refl ects 
the diversity of the fi eld’s infl uences, and the idiosyncrasies of the individuals who 
constitute the discipline. One consequence of this is that we very quickly decided 
that we were not trying to produce a defi nitive “best of HCI” collection, or some 
sort of overarching summary of where the fi eld has been or how it has evolved. And 
indeed we haven’t. Although you’ll fi nd some famous pieces of work discussed here, 
many equally famous works are not covered. What is notable in the set of works 
covered here is not their stature, but their diversity. The fi eld of HCI has become 
what it is not because we are intellectually inbred, but because we bring what we 
have experienced, read, and understood from other areas back into our fi eld.

Also, in line with our earlier comments, we wanted the essays to have an element 
of the personal in them. We hoped to preserve our essayists’ voices, and to allow their 
enthusiasm, wit, and style to come through. One pleasure of working in such a 
dynamic, multidisciplinary fi eld is our relationships with our colleagues—this is why 
we go to conferences, and why we end up talking in the hallways, at receptions, and 
afterward in the pub. We hope that the essays in this book will provide a bit of that 
conversational fl avor. Perhaps these essays will prompt you to strike up a chat with 
one of the essayists, building on your existing relationship, or starting a new one.

As disciplines grow, as they become established, and as the existing arguments 
become well known, it can be hard to fi gure out where to begin, where to enter the 
fi eld. One hope is that this book may provide an entrée to those who are new to 
the fi eld, or to those whose focus has been on practice but are curious about what 
research has to say (if anything) to them. By focusing on individual pieces of work, 
and their impacts on particular people, these essays provide a sense of how research 
can be meaningful in the context of an individual’s work. Furthermore, as our 
essayists describe how various works affected them, we get a clearer picture of the 
many different paths that people follow when entering HCI—yet another token of 
our diversity.
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Perhaps our principal hope for the book is that it provide a forum for a type of 
discourse that is unusual in HCI, at least in the literature. It seems to us that the 
dominant discourse—in papers, in reviewing, in teaching—is critical and analytical. 
Reviewers are encouraged to look for fl aws in submitted work, and students and 
other readers often address a work critically, carefully examining its suppositions 
and claims at a fi ne-grained level. This is a necessary and worthy approach, designed 
to refi ne and elaborate work that is in an early stage. However, we are interested 
in supporting other ways of engaging with work that are more syncretic. We believe 
that for an interdisciplinary fi eld like HCI, the ability to take a positive, syncretic 
approach to engaging with work is as important as the critical, analytic work that 
we are trained in doing. How can we, as a discipline, come to appreciate and value 
the work of those who came before us? How can we see the good in a piece of 
work—work that may use different methods and may be based on different assump-
tions—and appreciate what it has to contribute?

And that is the question we set out to explore by assembling this collection. We 
asked our contributors not just to choose a work that had an impact on them, but 
one that they were enthusiastic about. We asked them to let their enthusiasm show, 
and to articulate the value they saw in the works they chose. This is not to say that 
our authors were prohibited from being critical, but rather that we urged them to 
approach their works with the intent of identifying strengths. Our hope was that 
by refl ecting on the strengths of a work, and by seeing the ways in which it has had 
personal infl uence, the essays could provide us with more syncretic ways of engag-
ing with our literature.

And that is the sort of work of these essays do. They look positively and appre-
ciatively at contributions by others, often by others whose views are very different 
from those of the essayists. We hope that some of the essays will inspire you to seek 
out the original work. And we hope, as well, that the essays will serve to remind 
you that your own work, whether widely known or a not-quite-forgotten gem, may 
have an impact on others, and thus move our fi eld forward.



I
Big Ideas

As disciplines go, HCI is young: as a distinct fi eld its history spans a couple of 
decades. You’ll fi nd essays about “historical” work scattered throughout this volume, 
but this section and the next focus specifi cally on older work. Here you’ll fi nd essays 
that cover work by people who were pioneers, people who did what we would call 
HCI before it was called HCI. Often they built the technology from scratch, or 
worked out the concepts before there was technology. Each of the systems described 
in this section embodies some “big idea” that, at the time, was not fully recognized 
for its foundational contribution to the emerging fi eld of HCI. And, as we will see, 
the importance of this work is not just in the articulation of ideas, but also in its 
impact on those who encountered it.

We begin with Bill Buxton’s essay, set in the early 1970s. It shows how his career 
was shaped by involvement with a revolutionary system that few have heard of; we 
also learn a bit about the importance of mentors, and of bribery. In the next essay, 
“Deeply Intertwingled,” we see Dan Russell getting excited by Ted Nelson’s vision 
of hypertext, and how that set him on his course. The next two essays, Ron Baecker 
on Licklider’s vision of human augmentation, and Joe Konstan on Sutherland’s 
Sketchpad, offer refl ections on the original ideas, and on how they have shaped the 
authors’ conceptions of the fi eld and their multiple engagements in it. Finally, Wendy 
Ju’s essay is an examination of one of HCI’s most signifi cant persuasive devices: the 
demo. In it she describes her experience of watching the video of Englebart’s famous 
NLS demonstration and refl ects on her appreciation of its different layers through 
successive exposures to it.





1
My Vision Isn’t My Vision: Making a Career Out 
of Getting Back to Where I Started

William Buxton
Microsoft Research, Toronto, Canada

J. K. Pulfer, 1971: “Man–Machine Interaction in Creative Applications”

Blame it on my stepbrother. It was around 1971. I was an undergraduate studying 
music, happily puttering around in the new electronic music studio at Queens Uni-
versity. Stan, on the other hand, had discovered computers. With that discovery 
came a missionary zeal.

I was not an easy convert. Perhaps this was the result of my being a preacher’s 
kid. If my father couldn’t convert me, Stan sure as hell wasn’t going to. I just wanted 
to make music. Also, I couldn’t imagine why I should care about computers, or 
what they could possibly have to do with music.

But then, my music composition professor, Istvan Anhalt, told me about a new 
project at the National Research Council of Canada (NRC 1970). It seems they 
were developing some kind of digital music machine. NRC was up in Ottawa, about 
a ninety-minute drive from Kingston, where I lived. Still, Istvan’s endorsement was 
not enough. That is to say, not even my respect for him was suffi cient to get me to 
look beyond the electronic music studio that had become my second home. I had 
helped build it, I knew it, and I was happy there. Why not? I had never seen a 
computer. Why should I have had any reaction other than “So what?”

What tipped the scales—big time—was Mabel. Since I know you are wondering, 
Mabel was Stan’s highly customized BMW R69S motorcycle. Now that was technol-
ogy that I could wrap my mind (and the rest of me) around. Even music paled in 
comparison. The reality was, I lived to drive that thing. When Stan would let me, 
that is.

So here is how he made a believer out of me. If I would go to NRC and try out 
the computer music system, he would let me take Mabel back and forth to Ottawa. 
With that as bait, I didn’t hesitate for a second. Truth is, with that on the table, I 
would have gone up there to play a kazoo!
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So, with Istvan’s help, I made an appointment, and was off at the fi rst opportu-
nity. My life has never been the same.

When I arrived I was shown around an air-conditioned room with what appeared 
to be about eight whirring refrigerators in it. It turned out to be an SEL 840A 
computer with a phenomenal 8 kilowords (24 K) of core memory! Sitting in the 
middle of all of this was a pretty interesting guy, Peter Foldes. He was ensconced 
watching what appeared to be a rather sketchy TV show. I eventually fi gured out 
that the “TV” was actually a graphics monitor, and what he was watching was a 
segment from a creation of his—one of the fi rst (and still) great computer animated 
fi lms, La Faim/Hunger (Foldes 1974, which won the Prix du Jury—Court Métrage 
at the 1974 Cannes Film Festival and an Academy Award Nomination).

Interesting. So this thing can do animation as well as music (see Burtnyk and 
Wein 1976; NRC 1971a). Who would have thunk? My curiosity was piqued, and 
I started to pay attention.

Foldes had the day shift. I had graveyard duty. I would come in just as he was 
fi nishing, and then spend the night with my new mistress—the music machine. And 
in a week she and I fi nished the music for a fi lm soundtrack—my ostensible objec-
tive in going up there in the fi rst place.

So let me tell you about her—this beautiful music machine.
You can see her best half in fi gure 1.1. At the console am I (with hair), writing 

music using common music notation, which is viewable on the graphics screen. 

Figure 1.1
The right half of the NRC music machine.
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What you can’t see is that the music could have up to four voices, each with its 
own composer-specifi ed timbre. You could work on one melodic line at a time. On 
a second monitor above, the current voice was shown in one color and the other 
voices in another. (Red and blue—I can’t remember which was which. The miracle, 
looking back, is that they had color at all.) To my right is an organ keyboard on 
which I was able to enter music in real time. And further to the right you can see 
a professional half-inch Ampex four-track audio tape recorder that was under com-
puter control, which enabled me to record my music—as it was digitally synthesized 
in real time.

Given that I only made the entrance requirements for piano the week before 
graduation, I did not use the keyboard much. Instead, I did something that I am 
often (wrongly) credited with being the fi rst to do (as opposed to study): use two 
hands in graphical interaction.

Just to set the record straight, I picked up on bimanual input from what I learned 
at NRC. They picked it up from Engelbart and English (1968), who picked it up 
from Sutherland (1963), who picked it up from uncommon sense—his appreciation 
for what we do in the everyday world. Therein lies another lesson that I learned from 
my NRC experience: our most creative work usually turns out to be the recognition 
and subsequent refi nement of other people’s good ideas. There is honor in this, not 
shame, despite today’s obsession with “original invention” (Buxton 2004, 2005b).

Getting back to NRC, fi gure 1.2 shows me in the typical stance assumed in inter-
acting with the system. Like in the system by Engelbart and English, my left hand 
is on a chord keyboard (see fi gure 1.3 for a detailed view). Each button specifi es a 
certain note duration. From thumb to “baby” fi nger, the durations were: whole, 
half, quarter, eighth, and sixteenth notes, respectively. If I pushed any of the buttons 
simultaneously I got the sum of their durations. Thus, if I pushed the buttons under 
my “ring” and “baby” fi ngers together, I entered a dotted eighth note. The toggle 
switch by the thumb enabled the mappings to be halved. If I pushed the button 
under my baby fi nger in this mode, for example, a thirty-second note would be 
entered. Finally, there was a larger diving-board type surface that lay under the 
palm of my hand. It was used to enter bar lines.

So much for the left hand and entering note durations. How about specifying 
where in pitch and when in time those notes were entered? This was done using the 
right hand, and there were two devices that one could use for this.

The fi rst was the block of wood shown in fi gure 1.4. It was about the size of a 
bar of soap and had two wheels mounted at right angles underneath. It was a carbon 
copy of the original mouse made by Bill English for Doug Engelbart.



Figure 1.2
Two-handed graphical input in 1971.

Figure 1.3
The NRC chord keyboard.

(a) (b)

Figure 1.4
The NRC mouse in use from 1968 to 1972.
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I didn’t use it much.
For what I was doing, I preferred to use two large (circa six-inch diameter) wheels 

that were oriented horizontally and vertically with just their edges exposed. In a 
way, they were like a big upside-down version of the mouse, but fl ush-mounted to 
the surface of the desktop. For those old enough to remember, they could also be 
described as a big version of the thumb-wheels found later on the Tektronix 4014 
graphics terminal. For those who are younger, they were like a large trackball, but 
where one had fi ne-grained orthogonal control along the two axes—which is why 
I preferred them to the mouse. You can see the vertical wheel under my right hand 
in fi gure 1.2. (My right thumb is simultaneously on the horizontal one—you just 
can’t see it in the photo.)

With the horizontal wheel I could scroll left–right through time in my music, and 
with the vertical one, up–down to specify pitch. Pushing the chord keys entered a 
note of that duration at that point in time. As notes were entered, you could hear 
them synthesized through speakers connected to the computer, and at any time you 
could “proof-listen” to what you had written.

Along with all of this were full editing, recording, and printing facilities. To see 
many of the user interface features that I have described in action, see the short 
fi lm, The Music Machine (NRC 1971b). Now remind yourself when this was: two 
years before the fi rst Xerox Alto, eleven years before the Xerox Star, and thirteen 
years before the Macintosh! Yet all of this functionality was within the grasp of a 
motorcycle-riding, mathematically illiterate (I still don’t know calculus) hippie musi-
cian. After a few hours of coaching, I was able to comfortably work independently, 
and then needed only intermittent help to learn new features or to have some 
problem explained.

And that is the point, the wonder, and the importance. The system was designed 
from the ground up with technologically naive users in mind. Furthermore, there 
was constant involvement of expert users throughout the system’s development. To 
the best of my knowledge, the only other examples of this kind of thing at that time 
came from Lincoln Lab (Buxton 2005a), and in particular, Ron Baecker’s GENESYS 
system (Baecker 1969), which was built for animators. (Pretty good karma given 
my later and long-standing relationship with him.)

One thing that I want to emphasize is that the real objective of the system’s 
designers was to study human–computer interaction, not to make a music system. 
The key insight of Ken Pulfer, who spearheaded the music project, was that to do 
this effectively he needed to work with users in some rich and potent application 
domain. And he further realized that music was a perfect candidate. Musicians had 
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specialized skills, were highly creative, what they did could be generalized to other 
professions, and perhaps most of all—unlike doctors, lawyers, and other “serious” 
professions—they would be willing to do serious work on a fl aky system at all hours 
of the day and night.

I am convinced that the team that built this system knew more about HCI and 
designing for nontechnical users in 1971 than most “professionals” did for the next 
twenty years. And yet, virtually nobody has heard about the system or Ken Pulfer 
(1968, 1971). And, only a few have heard about Peter Tanner (1971, 1972a,b), who 
programmed a lot of it as an NRC student intern from Waterloo University.

There are reasons for this. The project published little, and what was published 
did not do a great job of capturing the real essence of what was there. Pulfer’s 1971 
paper, “Man–Machine Interaction in Creative Applications,” for example, hints at 
it, but misses the mark. To me it gives no sense of the real impact that the system 
had on those of us who had the privilege and pleasure of working with it. Reading 
it today, I confess that had I not been there, I would not be able to appreciate its 
true historical signifi cance either. But the work’s signifi cance transcends the publica-
tions. For example, for any graphics or HCI student who has come out of the 
University of Toronto, this work is a signifi cant part of their heritage—whether they 
know it or not. In fact, the music and animation systems developed at NRC pro-
vided one of the key catalysts to Canadian strength in HCI, computer music, and 
computer animation—and I certainly don’t mean just through me.

This was a golden time. My experience with this system surpassed even the 
motorcycle ride up to Ottawa—including those glorious hilly curves through the 
countryside. And given my relationship with Mabel, that is no faint praise. But truth 
be told, even this is an understatement. I am still striving to be worthy of the folks 
who gave me this, my fi rst introduction to what has become my career. And, as the 
title of this essay suggests, since then, a huge part of my professional life has been 
an attempt to get back to where I started. My only hope is that I succeed. I at least 
owe them that. And the recognition. And thanks.
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T. Nelson, 1974: Computer Lib/Dream Machines

It was a time of dreaming big cybernetic dreams—a time when the MITS Altair 
8800 computer was on the songline of every budding computer science student, and 
a time we spoke in excited tones about hypertext, hypermedia, transclusion, and 
artifi cial intelligence. These were heady days, when everything impossible seemed 
just beyond our reach; there was an undeniable sense that if we just pushed a little 
bit harder, we could wrestle reality itself into the computational box. It was also a 
mythic time, when computers were expensive, mostly large and incomprehensible, 
with an aura of shifting power toward centralized authority and away from the 
individual. In this time, a liberating book appeared.

Computer Lib/Dream Machines was my Genesis, the place where it all started. 
Although I don’t remember where or how I bought this self-published book in pre-
Amazon.com 1974, I have the distinct memory of it suddenly appearing in my high 
school days when I was pondering what to do with my future. I knew I wanted to 
do some kind of science, but what kind? I loved biology in all its many forms and 
knew I wasn’t about to be a chemist or a mathematician. I had fun fooling with 
electronics, wiring up this and that, playing with whatever IC chips I could get my 
hands on, so there was an early bent toward the computational.

Then Nelson’s manifesto showed up and I absolutely devoured it. The type was 
tiny, the images cut-and-pasted from a thousand sources, the sketches and section 
headings hand-drawn. All that didn’t matter. With its loose, almost haphazard 
layout and energized writing it was more a zine than a scholarly tome. But the 
ideas! The writing! It was breathless! Excited! Human! Enchanting! It had the 
Renaissance attitude that everything isn’t in neat, separable categories, but is all 
deeply “intertwingled.”
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And it forever convinced me that there really was something to all this computer 
science business. More to the point, it convinced me that I should dedicate my 
studies (and what has since turned into three decades of work) along the path of 
the dream machines.

Since those early days I’ve carted my oversized copy of Computer Lib/Dream 
Machines (third printing) around with me from offi ce to offi ce as I’ve worked my 
way in various labs throughout Silicon Valley. I still look at it from time to time, 
if only to rekindle the excitement of what computing really can be. The book is a 
paean, a love song, a screed, and a manifesto—a fulminating reminder that we 
shouldn’t rest lightly on the work we’ve done thus far—the really exiting stuff is 
yet to come. And more: it’s the life coach in the corner reminding us that there is 
a higher purpose for all this technology. There’s a handwritten cry on the cover: 
“You can and must understand computers NOW!” We, as a culture, still don’t have 
our minds wrapped around the capabilities and promise of computation. Nelson’s 
book rants at us to keep upping the ante, reset the bar and wrestle these things into 
serving the higher goal, the almost sacred purpose of being uniquely human-facing, 
letting us all think and write in ways that only gods and demigods could before.

We’re not there yet. Rant on. Remind us that we need to always aim higher.

HCI Remixifi cation

A pervasive theme in the books is one the HCI community resonates with easily: 
Computing is technology for the people to use to do great things; it’s not just its 
own raison d’être.

Nelson got much of his scholarship right: he points to many of the early HCI 
researchers and infl uences in the text. People we now recognize as seminal in their 
work—Licklider, Engelbart, Evans and Sutherland, Baecker—they’re all captured 
in the book. Long before HCI was popular and recognized, they’re wrapped in 
glowing praise with the confi dent assertion that this is going to be the work that 
will set computing on the true and proper path to intellect augmentation.

Many of the components of HCI are here as well: computer graphics, information 
architectures, augmented reality, volumetric displays, input devices, simulation envi-
ronments, information retrieval, computer-aided design, text-to-speech, voice rec-
ognition, brain–computer interfaces, to name just a few.

What strikes me now, looking at Computer Lib so much after the time it was 
written, are the trail markers Nelson left for his readers. You cannot help but be 
impressed that in his version of computing, human interfaces are of primary impor-
tance, as they are the direct coupling of human intelligence to computer support.
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His sentiments about systems complexity are also well placed: “Any system which 
cannot be well taught to a layman in ten minutes, by a tutor in the presence of a 
responding setup, is too complicated.” To put this in perspective, at the time of 
writing, programmers often used punched cards with incredibly bizarre job-control 
languages that were apparently designed for ease of writing the parsers, not for 
anything like human ease-of-use. Although human factors had been an important 
part of systems design, the tradition to that point had been primarily ergonomic 
rather than conceptual simplicity and usability.

He also warns us of cybercrud—esoteric terms and practices used to hide the 
straightforward reality of what’s going on in computing. But “warn” is perhaps too 
relaxed a verb: Nelson extols, cajoles, and alarms us with the dangers. And rightly 
so, for it was also a time of great confusion and not a little intentional obfuscation. 
There’s a political undertone here, a populist sentiment that computers are not all 
that hard to understand, and that it is incumbent on everyone to really understand 
what’s going on in the computational realms. Nelson hammers home what came to 
be a truism—with great capability comes great capacity to abuse, both directly by 
making things more confusing than needed, but also indirectly through the abuse 
of computation by centralization and usurpation of personal control.

In this way, education is central to the Computer Lib/Dream Machines ethic. Not 
only is understanding computation important, but so is seizing control of one’s own 
educational destiny, for it is only through knowing how things work that users can 
comprehend both what’s personally possible and what’s socially compelling. The 
reader not only needs to learn about computers, but also about the future of educa-
tion as seen through the lens of computing. To his credit, Nelson does not portray 
educational computing as the universal solution for all educational crises; it is con-
strued instead as a tool, a way or a method by which personal control can be 
exercised. If computation is to give power to the individual, it also needs to recon-
ceptualize and restructure human thought processes themselves. This inevitably 
leads to the vision of the ultimate repository of human thought, and all the mecha-
nism needed to cross-link and cross-reference: hypertext.

Hypertext/Hypermedia

Ted Nelson is best known as the evangelist for hypertext in its earliest days, when 
the idea of universal linking seemed a little outrageous. Since reading the book was 
so infl uential for me early on in my career, it was only a natural thing for me to 
join up with the Notecards project at PARC to work on a real hypertext system.1 
Remember, this was the late 1980s, before the World Wide Web was a reality, when 
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all of us were trying to make some version of Nelson’s Xanadu vision into a reality, 
most often by writing our own hypertext systems from the ground up (see Russell, 
Moran, and Jordan 1988).

It was a challenge to reach the Nelsonian vision of “tools to augment the intel-
lect.” We had so much base technology to develop fi rst in order to build a decent 
platform, before we could begin living the grand and glorious vision. There’s a 
natural tendency to get bogged down in the details. What seems simple and straight-
forward from the outside turns out to be intricate and complex.

But this was a cultural movement, as much as anything else. Hypertext fi ction 
began to appear and become popular. I was working at PARC to use hypertext 
systems to structure and organize thoughts for education design—a trope I’d picked 
up straight out of Nelson—the highest calling and the most potent application we 
could imagine.

And it all pretty much worked. At least until the Web happened and ate the 
lunches of closed, non-interoperable hypertext systems. All those beautiful hypertext 
systems were stranded as jellyfi sh ashore on the desiccated sands of history. Lessons 
were learned—to wit, openness is a great and glorious good, interoperability matters, 
simplicity of interface and content encoding beats academic completeness, and 
search is really, truly important. In so learning, we all moved, a little helter-skelter, 
into the age of the all-encompassing Web.

Sure, the World Wide Web lacks many of the features of the Xanaduic concep-
tion, but it truly is a world-wrapping content-interweaving system, one with such 
breadth and depth as to radically transform both scholarship and day-to-day life.

And as such, hypertext is a large and hugely successful idea. Such ground-
cracking ideas always have many fathers. But everyone recognizes that Nelson’s 
book provided a huge amount of the vision and evangelism to motivate the masses. 
At the time, nobody was writing about hypertext with the depth and clarity of 
Computer Lib/Dream Machines.

But in many ways, like computing itself, hypertext was, for Nelson, merely a 
means to an end: the real goal is nothing short of a transformation of reading and 
writing paradigms, and implicit in that, human thought. Surely this links to Nelson’s 
deep model of transformed education, but his key argument is that the hypertextu-
alization of thought itself can change the way people think. From the perspective 
of the mid-1970s this seemed an unattainable dream and a bit outré. Today’s Web, 
with search engines providing ever new capabilities for concept-chunk-fi nding and 
reference-following for ideas grand and trivial, when combined with the ease of 
authoring to create even more cross-linking, that dream is becoming the day-to-day. 
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Of course, the unanticipated downside of an ever refi ned Web of cross-linked 
content is the shallow gloss and mere collections of links that adds no particular 
value. The brilliant, the sublime, and the absurd all exist in the Web equally well, 
requiring new kinds of skills to navigate to what’s worthwhile. The future—even 
the Xanaduic future—is not without dark, sharp edges.

Seeing the Future

One of the deepest memes of Nelson’s book is the one that lasts the longest and is 
still often understood in the breach: Everything is deeply intertwingled. It’s just as 
true today as then. But only now, perhaps, with the perspective of thirty years, do 
we understand how deeply true that statement is for our own fi eld.

None of these areas is neatly separable from any other. Human–computer inter-
faces remain one of the great arenas of interdisciplinary thought. At our conferences, 
we commonly see experts from many domains working together to try to craft the 
future of simple, understandable, usable interfaces. As the title suggests, “humans” 
“computers,” and “interaction”—and all that those terms imply—need to come 
together and commingle in a deep intertwingling.

Nelson’s book also portrays a future when computing would be deeply per-
sonal—one-to-one, one-human-to-one-computer—and that we need to understand 
how it all fi ts together. How do brains, perception, social systems, theater, writing, 
and thought all bind and inform each other? What are their ineluctable connections? 
How can we make it all work?

The lasting value of Nelson’s book is not the particular predictions he made about 
the future of computing, but his insight about key directions in which the industry 
would move: toward a personalized, human experience and away from incompre-
hensible, central systems. The vision is not yet realized. Computers today are more 
approachable and robust, but we still have light-years to go before our culture 
remixes the lessons of computation, hypertextual content, and deep knowing in 
ways that were previously unthinkable.

Note

1. In Nelson’s notion real hypertext has double-ended links of different types with specifi c 
location anchors and authorship annotations for reference and authorship management, as 
opposed to the World Wide Web architecture, which has much looser versions of these.
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J. C. R. Licklider, 1960: “Man–Computer Symbiosis”

I am a knowledge media designer. I conceive of novel tools that incorporate com-
putational and communications technology in order to help people think, learn, 
create, communicate, and collaborate. The work proceeds best when based on deep 
understandings of how people work and learn.

How did I choose this career? I became inspired to think about interactive comput-
ing by a seminal J. C. R. Licklider (1960) article entitled “Man–Computer Symbio-
sis,” an Anthony Oettinger 1965 course at Harvard entitled “Technological Aids to 
Human Thought,” and good fortune—joining in 1966 a group at MIT Lincoln Labo-
ratory1 that was the birthplace of the new fi eld of interactive computer graphics.

The central idea was Licklider’s (everyone called him Lick) vision of interactive 
computing as a synergistic coupling of human and machine capabilities. In a now 
famous passage, Lick draws an analogy between the symbiotic relationship of the 
fi g tree and the Blastophaga grossorum, the insect which pollinates it, and man–
machine systems: “The hope is that, in not too many years, human brains and 
computing machines will be coupled together very tightly and that the resulting 
partnership will think as no human brain has ever thought” (1960, p. 4). Noting 
that the then-current generation of machines fails to facilitate this symbiosis, he 
goes on to postulate requirements for achieving his vision:

One of the main aims of man–computer symbiosis is to bring the computing machine effec-
tively into the formulative parts of technical problems.  .  .  .  To think in interaction with a 
computer in the same way that you think with a colleague whose competence supplements 
your own will require much tighter coupling between man and machine  .  .  .  than is possible 
today.

He then suggests how computers could facilitate thinking and problem-solving, 
concluding (p. 6):
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If those problems can be solved in such a way as to create a symbiotic relation between a 
man and a fast information-retrieval and data-processing machine  .  .  .  it seems evident that 
the cooperative interaction would greatly improve the thinking process.

The remarkably prescient second half of the paper catalogs problems whose solu-
tions are prerequisites for realizing human–computer symbiosis. These include 
bridging the speed mismatch between humans and computers (his solution is time-
sharing, since conceiving of ubiquitous and inexpensive personal computers in 1960 
was too big a stretch, even for Lick); memory hardware improvements by many 
orders of magnitude; innovations in the way memory is organized and accessed; 
more powerful languages for communicating with machines; and input and output 
equipment, including desktop displays and controls, computer-based wall displays, 
and automatic speech generation and recognition.

Where did these brilliant insights arise? Licklider’s history2 suggests the infl uence 
of six interacting sources: Trained in psychology, math, and physics, Lick became 
an accomplished scientist and psycho-acoustician. He interacted with and was in 
turn infl uenced by pioneering cognitive psychologists. He also came under the infl u-
ence of radical new ideas in cybernetics, information theory, and neuroscience that 
were being developed by amazing MIT mathematicians, scientists, and engineers. 
At Bolt Beranek and Newman Corporation he consulted on military, scientifi c, and 
engineering challenges such as command and control. In doing science, he was both 
experimenter and model builder, using analog computers and, by the 1950s, digital 
computers to analyze data and build models. Today he would be described as a 
hacker,3 as he spent long hours working directly with early machines. Finally, he 
had the good fortune to experience and use extraordinary early interactive comput-
ers such as Whirlwind, TX-0, TX-2, and the fi rst PDP-1s.

Licklider’s infl uence on the development of computers and ultimately on the fi eld 
of human–computer interaction was profound. This was not simply due to “Man–
Computer Symbiosis,” but also to a remarkable range of other activities. Important 
publications include “On-Line Man–Computer Communication” (Licklider and 
Clark 1962), which expanded his list of fi ve research challenges to the achievement 
of man–computer symbiosis to a longer list of ten prerequisites; a seminal book 
entitled Libraries of the Future (Licklider 1965); and other writings on human–
computer communication (Licklider 1968; Licklider and Taylor 1968).

Yet in 1962 he found himself in a quite different role from that of scientist and 
scholar. He was asked to lead the new Information Processing Techniques Offi ce 
(IPTO) of the Advanced Research Projects Agency (ARPA) of the U.S. Department 
of Defense. In his two years in this position, with a budget of roughly $10 million 
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per year, he initiated a signifi cant expansion and deepening of computer science 
research and education in the United States. This included funding pioneering work 
on time-sharing, knowledge augmentation environments, interactive computer 
graphics, artifi cial intelligence, cognitive information processing, and the theory of 
computing. Lick funded the work of visionary computer scientists such as Doug 
Engelbart, Dave Evans, Ed Feigenbaum, John McCarthy, Marvin Minsky, Allen 
Newell, Alan Perlis, and Herb Simon at universities including Berkeley, Carnegie 
Mellon, MIT, and Stanford.

He termed his growing ARPA community the Intergalactic Computer Network, 
by which he meant ARPA researchers and graduate students, and also the emerging 
concept of a self-evolving “information utility” (Licklider 1970) that was proto-
typed by the Arpanet and that later evolved into the Internet. Lick stayed at ARPA 
only two years, but he and successors Ivan Sutherland, Bob Taylor, and Larry 
Roberts, along with talented scientists and engineers such as Paul Baran, Vinton 
Cerf, Bob Kahn, and Leonard Kleinrock, invented the technology of the Internet. 
Lick’s leadership and vision got it all started.

More generally, work in these labs and at Xerox PARC—the intellectual by-
product of Lick’s ARPA community—did pioneering work on areas of critical 
importance to modern HCI such as information-processing models of user 
interfaces; tools for document processing, artistic expression, and scientifi c model-
ing; search engines; and systems to support real-time collaboration and virtual 
communities.

I am a living embodiment of Lick’s vision. In aiding users of computers “to think 
as no human brain has ever thought,” we needed to develop and to document in 
teaching materials a craft of user-centred interactive system design (Baecker and 
Buxton 1987; Baecker et al. 1995). We also needed to create centers such as 
Toronto’s Knowledge Media Design Institute (KMDI 2006) dedicated to transform-
ing computers into tools to help people think, learn, create, communicate, and 
collaborate.

My early work on picture-driven animation (Baecker 1969) allowed animators 
to deal with motion as effectively as they could deal with still images, and to see 
their creations come to life instantly on a CRT screen, something that had never 
previously been possible. I then worked on creating software visualization systems 
(Price, Baecker, and Small 1993) and exemplars (Baecker 1981; Baecker and Marcus 
1990), seeking to empower programming students and software engineers to be able 
to see, for the fi rst time, their programs come to life in vivid computer animations 
and other graphical representations.
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My research on collaboration technologies (Baecker 1993) and collaborative 
writing tools was fueled by a vision of distributed student writers thinking and 
working together synchronously. Research on multimedia authoring and Web pub-
lishing systems (Baecker et al. 1996) empowered fi lmmakers to create video docu-
ments with structure as rich as that of text documents, and to Webcast and publish 
multimedia presentations on the Internet so they could be viewed anywhere, any 
time (Baecker 2003). Finally, I have begun a new effort to envision, design, create, 
and evaluate electronic prostheses to combat the ravages of cognitive decline and 
to preserve as well as possible our abilities to think as we age (Baecker 2006).

In summary, I have tried to achieve effective human–computer symbiosis through 
the design of novel knowledge media. I hope what I have accomplished is worthy 
of Lick’s vision.

Notes

1. For an introduction to the work and culture of interactive computer graphics at Lincoln 
Lab, see http://www.billbuxton.com/Lincoln.html/ and http://epresence.tv/mediaContent/
website_archived.aspx/.

2. For more detailed accounts, see Fano 1998; Waldrop 2001.

3. Like a good interactive system builder, Lick used and learned from his own tools. I once 
heard him speak about how some ARPA contractors, fi nding it diffi cult to reach him to 
discuss their projects, began sending him reports with an early email system to enable some 
measure of communication. Soon Lick was greeted each morning with teletype paper cascad-
ing all over the offi ce.
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Drawing on SketchPad: Refl ections on Computer 
Science and HCI

Joseph A. Konstan
University of Minnesota, Minneapolis, Minnesota, U.S.A.

I. Sutherland, 1963: “Sketchpad: A Man–Machine Graphical Communication 
System”

Sutherland’s SketchPad system, paper, and dissertation provide, for me, the answer 
to the oft-asked question: “why should HCI belong in a computer science program?” 
I fi rst came across the paper “SketchPad: A Man–Machine Graphical Communica-
tion System” from the 1963 AFIPS conference nearly thirty years after it had been 
published (Sutherland 1963). I was nearing completion of my own dissertation in 
which I was exploring a variety of techniques for constructing user interface toolkits. 
At the time, the paper seemed little more than a handy reference in which I could 
trace the lineage of constraint programming in user interfaces—from Sketchpad, 
through Borning’s ThingLab (Borning 1981), to my own work, with various hops 
and detours along the way. I guess I was young and in a hurry. It was only a few 
years later when I started to teach this material that I realized how much of today’s 
computing traces its roots to Sutherland’s work.

What was this tremendous paper about? A drawing program. Not just any drawing 
program, but one that took full advantage of computing, a million-pixel display 
(albeit with a slow pixel-by-pixel refresh), a light pen, and various buttons and dials 
to empower users to draw and repeat patterns, to integrate constraints with draw-
ings so as to better understand mechanical systems, and to draw circuit diagrams 
as input to simulators. Indeed, by placing constraints on drawings, the user could 
readily link shapes together or constrain them. Ignoring the advent of color and 
images, one can readily argue that deployed drawing programs didn’t surpass 
SketchPad until the early generations of computer-aided design (CAD) software 
packages. Indeed, although several low-distribution CAD systems became available 
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over the next two decades, in many ways the widespread availability and use of 
sophisticated CAD tools can be traced back to the founding of AutoDesk and the 
release of AutoCAD in 1982.

For me, however, the importance of SketchPad lies in its implicit argument that 
HCI and advances in the science of computing are so closely intertwined. I’ll provide 
just a few examples.

Pointing with a light pen A substantial part of Sutherland’s work related to the 
use of a light pen as an input device. What’s impressive about this work is not 
simply the engineering needed to make it work, but Sutherland’s awareness of the 
human need to point at things rather than generically at the display. His pseudo 
pen location—a semantic mapping of the pen’s location into drawing space—is the 
predecessor of modern pointing and dragging operations that snap to object attach-
ment points and grids (see, e.g., Bier and Stone 1986). The taming of the light pen 
is a multifaceted triumph. First, it is no mean feat simply to fi nd the pen in the fi rst 
place (a task that requires that the user point to an illuminated pixel on the screen). 
Sutherland’s explanation of “inking up” and the provision of a default illuminated 
space helped here. But more important, precise pointing was exceedingly diffi cult, 
as a result of both natural hand movements and the occlusion of the target by the 
pen and the user’s hand. Having a pseudo pen location addresses these issues by 
identifying points where the user is most likely to be interested in pointing. Thus, 
the user needn’t point exactly at a line to select it (merely close enough) and can 
connect ends of segments together by simply moving one close enough to the 
other.

Rendering of lines, circles, and text As a new faculty member, I was assigned to 
teach computer graphics. Of course, this meant that I had to learn computer graph-
ics. One of the fi rst areas to excite me was two-dimensional rendering—particularly, 
incremental algorithms for rendering lines and curves. Imagine my surprise when 
seeing that Sutherland had anticipated much of this work (if without some of the 
later elegance of effi cient integer algorithms). Even more impressive is the care he 
evidently put into making sure that the circles would look right. He did this in the 
straightforward way (by identifying points around an eighth of a circle, and then 
replicating those points around the circle), but I haven’t found earlier work laying 
out the algorithm. Similarly, he already had font tables for display of text and 
numbers, which greatly increased the capabilities of the display for engineering 
drawings, particularly since it allowed labels to be rendered at different angles.
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Constraints and their display Constraints were the reason I found SketchPad, but 
in the end I was more impressed with the fact that Sutherland had already antici-
pated the need to display constraints over the drawings to which they were applied. 
His constraint language is certainly not for the novice, but then again, neither was 
his system. He supports a full range of position, orientation, and shape constraints 
that make it possible to, for example, create a regular hexagon by constraining the 
six lines of the hexagon to be the same size, and constraining the vertices to lie on 
a circle. The famous example of a modeled bridge with stresses on it gives additional 
insight into the power of the constraint systems, though its power becomes most 
apparent in the appendix to his dissertation where he lists all the constraint types. 
And the visualization of those constraints, though not necessarily a scalable solu-
tion, made it possible to at least begin to understand the network of forces that 
were acting on your drawing behind the scenes. As a constraint programmer myself, 
I found that even applications with only a few dozen constraints could quickly 
overfl ow my head and force me to grapple with the complexity. How I would have 
liked to have a visualization tool such as Sutherland’s.

The data structures, algorithms, and programming structures As I see it, Sketch-
Pad anticipated object-oriented (OO) programming (in ways that would later be 
extended through other user interface–centered research), and contains within it a 
collection of interesting data structures and algorithms. The ring buffers and inher-
itance structures developed to make SketchPad programmable have much of the 
functionality of early class-based OO inheritance systems. Fundamentally, Sketch-
Pad anticipated over fi fty years ago many of the programming ideas that are still 
with us today.

As I pull together these examples and think of the paper as a whole, the paper 
presents the fi rst answer to the question posed above. It loudly asserts that HCI 
belongs as part of computer science because the needs of innovative interfaces drive 
forward the science of computing. Indeed, computer science has always been 
advanced through attempts to solve hard problems. Much of what we’ve learned 
about reliable computing and software engineering has emerged from trying to solve 
aerospace problems. Today we are advancing our theory of formal languages by 
solving problems in gene and protein bioinformatics. But the broader challenge of 
making a computer that can interact with humans in a manner supportive of human 
creativity—this is a challenge that has pushed forward nearly every aspect of our 
fi eld, from graphics (for interfaces) to operating systems (for responsive multipro-
gramming) to speech recognition to networking and beyond. Sutherland’s quest for 
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a “man–machine graphical communication system” advanced interactive computing 
immeasurably, and our continuing quest to make computers serve as effective tools 
and partners with humans continues to drive the fi eld forward. To me, this is the 
key argument why computer science as a discipline must embrace applications-
oriented computing in general, and HCI in particular.

What lesson can we draw from Sutherland’s SketchPad work about the challenges 
that remain for HCI and computer science? I fi nd three lessons here:

There is still a great amount of work to do on computing systems designed to 
serve as tools for expert users. HCI researchers, especially in the fi rst decades of the 
fi eld, focused substantial effort on novices, on walk-up-and-use interfaces, and on 
“knowledge workers” whose knowledge was channeled into fairly generic tools. 
Less work has been done on the potential for computing systems that may involve 
custom hardware and extensive investments in training. There are, of course, notable 
exceptions, including some of the work done on systems for CAD, air traffi c control, 
intelligence analysts, and others. But too often our textbooks and our widely pro-
moted techniques fail to reach beyond to generic knowledge worker. Just to mention 
one simple example from SketchPad, I’d like to see more dials and buttons!

Basic computing hardware and software has advanced to the point where few of 
us need to invent much to create new interfaces; but how often are we handicapping 
ourselves by accepting whatever today’s desktop computer has to offer? There is a 
wealth of exciting research that breaks this mold, adding everything from touch 
sensors to new displays to location awareness into our devices and applications. 
Some of this research is grounded in application ideas, but much of it is “for its 
own sake” technology. As a fi eld, we need to bring together the creativity behind 
these new interaction ideas with concern for users and applications. Sutherland 
created SketchPad as a way to think about computers for users—it is hard to believe 
that the details of interaction would have come out right it he’d thought of himself 
as a researcher exploring pixel displays and light pens for their own sake.

It is critical to keep a presence of HCI within computer science—critical to both 
HCI and computer science. It is wonderful that there are many venues where HCI 
is advanced. Just in the academy, it has homes in cognitive science, design, informa-
tion science, and various social science and engineering disciplines. There are good 
reasons for all of these connections, and they can help HCI move forward. However, 
it would be a big mistake if HCI migrated out of computer science departments 
entirely. From the perspective of HCI, it would cut us off from the venue where the 
future capabilities of computing are being developed. If we’re not there to help set 
the agenda, the next generations of networking, software tools, handheld comput-
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ers, and development techniques will not be to our liking or particularly supportive 
of user experience. At the same time, computer science departments need us. They 
need someone “on the inside” who understands and promotes the importance of 
the human–computer connection. Failing that, it is too easy to imagine the fi eld 
being driven by the wrong problems and focusing too much on computation and 
not enough on communication.

These ideas bring me back to Sutherland. I use the SketchPad paper at the start 
of my graduate seminar on HCI (which attracts a wide range of students), and for 
many years it has helped to bring home the importance of HCI in shaping comput-
ing. The last time I taught this course, however, this paper elicited puzzled reactions. 
“Isn’t this how computers just are?” asked one of the students. Sutherland’s ideas 
have been in the core of computing for so long that we now have a generation of 
computer scientists who take them as a given. That’s a great success for our fi eld, 
but also a reason to make sure that we’re regularly nurturing the next SketchPads 
out there.
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The Mouse, the Demo, and the Big Idea

Wendy Ju
Stanford University, Stanford, California, U.S.A.

D. Englebart, 1968: “The oNLine System (NLS) Demo”

The Mouse
I fi rst saw Doug Engelbart’s oNLine System (NLS) demo video as an undergraduate 
in college. The video1 is a recording of a demonstration Engelbart gave to the Fall 
Joint Computer Conference on December 8, 1968. One day, Terry Winograd 
wheeled a TV on a cart into my human–computer interaction class, and we spent 
that lecture session just watching the video. At least, I think we watched the whole 
video; after Engelbart introduced the mouse that he and Bill English invented, I was 
so electrifi ed that I could hardly sit still in my chair. I just saw the birth of the 
mouse! Sure, it was giant—a wooden index card box with buttons and a cord—and 
yet it was instantly recognizable as the progenitor to the thing I used each day. It 
was not unlike the wonder you might feel at discovering photos of your grand-
parents as small, sometimes petulant children.

Growing up in Silicon Valley, I tended to take the computer completely for 
granted. Both of my parents worked for IBM, and we had a personal computer in 
the house from the time I was eight. I didn’t think of myself as having a particular 
interest in working on computers. Sure, I enjoyed using the ol’ beige box when 
producing family newsletters, programming digital versions of choose-your-own-
adventure novels, making parameterized versions of favorite cookie recipes in Lotus 
1-2-3, and making dot-matrix-printed greeting cards with fonts and clip art I found 
on bulletin boards. But I associated working on computers with green-and-black 
retinal burn-in, and fi nger ache. I liked working with my hands, on things, in space. 
I liked taking things apart and putting them back together to see how they worked. 
So when I got to college, I was happy to break with my Silicon Valley upbringing 
to focus on mechanical engineering and product design.
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Seeing the beginnings of the mouse made me reconsider what it meant to work 
on computers; I didn’t necessarily have to write code or design chips. I could work 
on physical, mechanical objects that changed what you could do with the computer. 
I had always admired the mouse. I was particularly keen on the rumors I heard 
about haptic mice, which could help you navigate the graphical interface by register-
ing letters as ticks, and the edge of the window as bumps. Sometimes, daydreaming 
in class, I would sketch ideas for devices that could be attached to the computer—
heck, even “smart” devices that had computers in them. But seeing the Engelbart 
video made me fi nally realize where I was heading all along. I could not escape the 
computer—but I could dramatically change the way it worked.

The Demo
The next time I saw the Doug Engelbart NLS video was roughly four years later, 
when I was a Master’s student at the MIT Media Lab. The Lab has a fairly infamous 
“demo-or-die” culture. Project development schedules revolve around the biannual 
sponsor events, but popular projects were demoed more regularly. My project, 
an interactive kitchen counter that guided users through cooking recipes, was 
popular. Some weeks I had to demo every day, even multiple times a day. For those 
who have never been on the performing end of a demonstration, know this: they 
are time-consuming energy sinks. So it was discouraging to learn that these efforts 
were not respected in the rest of the academic community. Even before attending a 
single academic conference, I knew from talking to other graduate students how 
the Lab and its demo culture were perceived; the word that kept resurfacing was 
“hype.”

Every time I grew disillusioned with the demo culture at the Lab, or weary about 
the popularity of my CounterActive demo, my advisor Michael Hawley tried to put 
this practice in perspective: “Everybody deserves to understand these ideas a little,” 
he’d say. “The true role of research is to fl ip bits in people’s heads.”

Finally, one day, he said, “How long has it been since you’ve watched the 
Engelbart video?”

“You mean the mouse video?” I asked, happily.
Mike looked at me strangely.
Rewatching the video, with Doug Engelbart’s image once again fl oating ghostily 

against the image of the document being edited, was a shock. The demo was so 
familiar, and yet, this time, completely captivating. I was rooted from beginning to 
end of the video, even though it was over an hour long. I don’t know if I paid much 
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attention to the words that were being said, but as a veteran of so many demonstra-
tions, I was a lot more appreciative of how the ideas were illustrated. There was 
a power to seeing the cursor on the screen move, and Engelbart organizing his 
grocery list, creating categories like produce, and sticking the bananas and apples 
into it. I was transfi xed, watching Bill Paxton’s head in a corner as he worked 
jointly with Engelbart on a document. He dragged a word across the blank 
page and placed it where he wanted—drag-and-drop! He didn’t even call attention 
to the fact that they had just implemented drag-and-drop! Even such little missteps 
made by the presenters were gripping, because they served to reinforce that 
the demo was not faked; all these amazing things were actually happening in 
real time.

The NLS demonstration is often described as “The Mother of All Demos.” There 
are echos of the NLS demonstration in every presentation of new technology, from 
the unveiling of the Mac on. The demo is a powerful, democratizing thing. The 
problem is, a successful demo creates converts; people are not just knowledgeable 
about your ideas, they are sold on them. This is why the demo gets its bad rap in 
academic research. The NLS demonstration balanced these concerns admirably. 
Engelbart’s presentation was incredibly compelling, and obviously highly produced. 
However, Engelbart himself was incredibly plainspoken and earnest, as far from a 
huckster as could be. It was the demonstration that sold the ideas. Seeing this again 
renewed my faith in the power of the demonstration, and gave me a model to aspire 
to: A great demonstration is not hype, but proof.

The Big Idea
I naively assumed that, since the recording of the demonstration ends with standing 
ovation, and because almost all of the ideas that Engelbart presented in the NLS 
demonstration had come to pass, Engelbart’s ideas were embraced and championed 
at the time. In fact, Engelbart had real diffi culty getting an audience for his ideas, 
even after the triumphant NLS demonstration.

It wasn’t that my ideas were so radical by then, but that they didn’t fi t with either of the 
prevailing schools of research at the time. Back in the 1960s and 1970s the hot topics were 
Offi ce Automation and Artifi cial Intelligence.  .  .  .  They were impressed by our demonstration, 
but couldn’t see how it fi t with their thinking. Offi ce Automation was all about making 
secretaries more effi cient but what we showed wasn’t secretarial work. Artifi cial Intelligence 
was about teaching the computer to do the work for you, so while what we showed was 
very nice the people from that school felt that the computer should do those things auto-
matically. So they applauded our work, but if anything it became even harder to fi nd money 
to continue the work. (Engelbart, quoted in Cringley 2004)
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Despite the fact that Engelbart stated again and again that his central goal in this 
research was augmenting human intellect, most who watch the demo come away 
with a memory of the mouse. Others come away with the feeling that they’ve wit-
nessed an amazing performance. Only a few fully understand Engelbart’s compli-
cated and somewhat circular statement of intent to create a sample augmentation 
system that would augment computer system development, and his articulation of 
design principles to develop augmentation systems. People like me, who were cap-
tivated by the mouse, only understood the seed of Engelbart’s vision.

And yet that seed contained the crucial elements of the Engelbart’s Big Idea, and 
it has taken root. The state of the art today is not so very unlike the one Engelbart 
described in 1968. We have display editing, view control, collaborative remote 
authoring tools, linking, and object addressing. We are a lot closer to the model 
where the computer acts as a tool to empower humans than to either artifi cial intel-
ligence or offi ce automation. And this realization has spurred me on in my latest 
viewpoint on the NLS demonstration.

Imagine that we were transported back to 1968, and held a press conference to 
explain to people the technologies that had developed by 2006 and what we were 
using them for. People would likely think we were kooks. That was exactly the 
situation Douglas Engelbart was in. His Big Idea gave him a new perspective on the 
world, took him radically different directions from his peers, and in doing so, made 
him a time traveler, a Silicon Valley Yankee in a 1968 King Arthur’s Court. If, as 
Arthur C. Clarke says, “Any suffi ciently advanced technology is indistinguishable 
from magic,” then it must also be said that any suffi ciently advanced vision is indis-
tinguishable from madness.

Engelbart was not wholly prophetic; his obsession with viewing the human as an 
information processor, for example, keeps him even today from appreciating the 
mouse’s value for its ease-of-use.

He sighs, and this time the weary frustration is obvious. “I guess what I really want is that 
conscious pursuit of the whole system of methods and skills and languages.” So the world 
will be changed, and man’s power extended. Augmented.
 He looks down at the implacable mouse to the right of his keyboard. The mouse that 
has won the pointing device sweepstakes, the mouse that has taken the thunder from 
the marvelous whole system of augmentation he has spent a lifetime to develop and 
promote.
 “Now you might understand,” Engelbart says, “why I wrinkle my nose so much when I 
hear that a mouse is ‘easy to learn and natural to use.’ ” (Levy 1984)

But this is part of the power of the Big Idea. It doesn’t even have to be right. It 
just has to compel us want to go out and do stuff, stuff that is different from what 
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everyone else wants to do. It can make our work valuable to those who only have 
the vaguest inkling at what we’re getting at. Time will sort the good from the bad. 
And, sometimes, when all is said and done, our Big Ideas might just buy us a slice 
of immortality.

Note

1. Available online at http://unrev.stanford.edu/.





II
Infl uential Systems

How does HCI get invented? And how do its ideas get picked up and passed along, 
changing over time? Our current conception of the graphical user interface was not 
always with us. Once upon a time no one questioned that the way to interact computers 
was by issuing commands. The forward march of HCI was from punch cards to teletype 
with paper tape, and then to terminals with screens. Then things changed. Our notion 
of direct manipulation, and the concepts of icons, folders, and desktops were invented, 
designed, and implemented. Today they are so familiar that we scarcely remember that 
their names and appearances were carefully chosen to help users build a conceptual 
bridge between the unfamiliar and ungrounded digital world and the familiar worka-
day world. In the same way, computers, once viewed with trepidation by offi ce workers 
accustomed to fi ling cabinets and typing pools, are now an unremarkable feature of the 
workplace landscape. Yet once again, technology is changing, and we are challenged 
anew to develop, design, and build novel ways of interacting with computers.

The section begins with Henry Lieberman’s essay on Pygmalion, the system that 
introduced the notion of icons and programming by demonstration and developed 
the notion that the concrete and manipulable nature of icons is a better way to 
interact with a system. The Star, addressed in a pair of essays by Sara Bly and 
Susanne Bødker, is a touchstone for much of our thinking about graphical user 
interfaces. The Star established the “desktop” as a metaphor for how we organize 
our interaction. Bly discusses some of the underlying principles of the design of the 
Star, and Bødker reminds us of its continuing freshness, as well as how ordinary it 
all seems today. The section concludes with essays that explore the move away from 
the familiar terrain of the desktop. Norbert Streitz introduces Weiser’s notion of 
ubiquitous computing, describing the migration of computational capacity into 
whiteboards and ultimately walls and furniture. And Anind Dey, refl ecting on 
another strand of ubiquitous computing, discusses the fi rst active badge system, 
foreshadowing a world of networked sensors and ambient intelligence.
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A Creative Programming Environment

Henry Lieberman
MIT Media Lab, Cambridge, Massachusetts, U.S.A.

D. C. Smith, 1977: “Pygmalion: A Creative Programming Environment”

Flashback, 1978. I’m a young researcher at the MIT Artifi cial Intelligence Lab. For 
the preceding several years, I had worked with Seymour Papert’s Logo group, trying 
to make computer programming accessible to young children as a way of teaching 
them to think, and give them an environment in which they could explore, hypoth-
esize, experiment, and understand what math and science were really about by 
experiencing the process themselves. What we were trying to do, essentially, was 
make a Creative Programming Environment. Remember those words.

I had become somewhat frustrated with Logo and wanted to push programming 
for beginners in a new direction. While graphics, using the famous Logo turtle, was 
a linchpin of our strategy for getting kids engaged with learning programming, Logo 
itself was still a textual programming language, and I wondered about the possibil-
ity of using graphics itself directly for programming.

I discussed my interest with a researcher visiting the lab, and he handed me a 
copy of a 1975 Stanford thesis. “You ought to read this.”

Ought to, indeed. The title: “Pygmalion: A Creative Programming Environment.” 
A Creative Programming Environment, huh, OK, sounds up my alley. The author: 
one David Canfi eld Smith. Never heard of him. But hey, his advisor was Alan Kay. 
Good sign. Kay, like Papert, was one of the greats in promoting programming as a 
medium for children to learn and express themselves.

It was a rather strange document. It was supposed to be about a programming 
environment, but he didn’t really even start to talk about the programming environ-
ment until page 67. The writing before that was fi lled with sections entitled things 
like “The Nature of Creativity” and “The Computer as an Artistic Resource.” Was 
this a thesis in computer science or in philosophy? As it turns out, both.
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Much later, Smith recounted to me his fi rst meeting with his advisor Alan Kay. 
Kay handed him a big stack of books. “Oh, great,” Smith thought, “a bunch of 
books on operating systems and programming methodology.” Instead, it was books 
like Gombrich’s Art and Illusion, Arnheim’s Visual Thinking, and Koestler’s The 
Act of Creation. Smith credits Kay for inspiring his own approach to creativity.

It took me a while to get into reading the thesis, but once I did, I tore through it 
in a single sitting, and emerged dazzled and stunned. This is fantastic! I went around 
in a daze, blabbing about it to every person I met. “Well, what’s it about?” someone 
would naively ask. I didn’t have a good answer. “It’s about  .  .  .  well, a new pro-
gramming language, but um  .  .  .  not really a language, but a new way of doing 
programming  .  .  .  but it’s really about the creative process  .  .  .  um  .  .  .  well  .  .  .  you 
gotta read it.  .  .  .”

The next year, I found myself making my fi rst trip to Silicon Valley. I vowed to 
look up the author of the document. Arriving at the famous Xerox Parc, I asked a 
secretary for him. She said no one of that name worked there. Are you sure? After 
asking around, she said, “Oh yeah, he works across the street, in, um, kind 
of  .  .  .  another part of Xerox.” I went to an unmarked building, where I was led to 
his offi ce. The low-key approach, I now know, was because Smith was by then 
working for a very secretive Xerox division charged with developing the hush-hush 
Xerox Star project. Star eventually became the fi rst modern iconic fi le system, which 
Steve Jobs then famously “borrowed” for the Macintosh. It is not an exaggeration 
to say that we owe this man all of today’s modern graphical interfaces. If you don’t 
believe me on this last point, see his article (Smith et al. 1982a), which shows how 
the programming icons of Pygmalion could be transformed into metaphors for offi ce 
objects.

Smith was welcoming and modest, seemingly fl attered that someone would take 
the interest to look him up because of his thesis. I gathered it had not received a 
great deal of attention after it was completed. He had not published about it in any 
major conference or journal. The thesis itself was published only as a book by an 
obscure publisher in Switzerland (Smith 1977).

“Would it be possible for me to actually see Pygmalion running?” I asked. He 
said he would try. He hadn’t touched it in a long while, and he needed to revert 
the microcode of the Alto machine on which it ran to an older version compatible 
with the program. He reached up to the top shelf, dusted off an old disk-pack, and 
fi red it up. It ran, though a little slowly, and he demonstrated how to do Factorial 
of 3, that E. coli of programming language demonstrations. Then he said, “and 
now we’ll try Factorial of 6.” And it crashed. The disk had a head crash. There 
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were no backups. I believe I am the last person (other than Smith himself) ever to 
actually see the program live. (See fi gure 6.1.)

But I got the idea. And it transformed me.

Pygmalion’s Innovations

Pygmalion innovated in so many ways, it’s not funny.
It is generally credited as the fi rst system to introduce the modern notion of icons. 

At that time, the author even felt the need to explain what an icon was: “Com-
munication between human being and computer is by means of visual entities called 
‘icons,’ subsuming the notions of variable, reference, data structure, function, and 
picture” (Smith 1977).

Figure 6.1
Pygmalion, computing Factorial of 6. (From Smith 1975.)
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It was certainly the fi rst true iconic programming language. Every other attempt 
at graphical programming languages until then had been essentially the same as a 
fl owchart, and even today the notion of graphical programming language is too 
often what I call just “icons on strings.” Here not only were icons used to represent 
switches that invoked functions, but containment of icons represented containment 
in the programming language. It was probably the fi rst system to introduce drag-
and-drop as a way of passing arguments to functions. The thesis quite explicitly 
talks about the semiotics of the role of icons as symbolic representations of concepts, 
and the differences between textual and graphic representations. The eye-opening 
discussion of these roles still applies to all graphical interfaces today.

It conceived of programming as a process of animation, using successive states 
of the graphic display to represent successive states of the program. It understood 
the differences between static and dynamic representations, again a valuable prin-
ciple applicable to all of today’s interfaces. You could both write your program and 
test it at the same time.

Most important, it introduced the idea of programming by example, a revolution-
ary idea that I believe is still underappreciated today. It identifi ed one of the major 
obstacles to making computers easy to use as excessive abstraction. Programming 
involves languages that talk about abstract concepts, but it is hard for most people 
to visualize how these abstract concepts relate to the concrete behavior of the com-
puter in an actual example; or how to achieve some desired behavior in concrete 
examples by specifying abstract concepts. Programming by example is the idea that 
the user can just show the computer an example of what they would like to do, 
demonstrate the steps of the procedure on the concrete example, and the computer 
can record the steps, and generalize them to a program that can work in analogous 
situations.

Inspired by Pygmalion, programming by example (PBE) has since become one of 
my major research topics. I went on to develop PBE systems like Tinker, Mondrian 
(Cypher 1993), Grammex (Lieberman 2001), and Creo/Miro (Faaborg and Lieber-
man 2006). I was a coeditor of the fi rst book on the topic, Allen Cypher’s Watch 
What I Do (1993), and in 2001, I edited the book, Your Wish Is My Command 
(Lieberman 2001). I thus owe a signifi cant part of my career to the inspiration 
provided by Smith’s work.

But what I liked best about the thesis was that each detail presented about the 
system was directly motivated by the desire to support creativity: visual program-
ming because the creative process is intensive in diagramming and visualization; 
programming by example because the creative process works by making analogies 
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that allow old ideas to be employed as metaphors for new situations; interactive 
techniques like drag-and-drop and immediate execution because the creative process 
depends on quick tinkering for experimentation.

Lessons from Pygmalion for Today’s HCI

What lessons can we learn from Pygmalion for contemporary research in human–
computer interaction? Above and beyond the specifi c innovations of the thesis, some 
of which have been thoroughly absorbed by the community (icons), others of which 
have yet to be fully appreciated (programming by example), I think Pygmalion can 
teach us, by example, how to have the courage to do HCI research that is truly 
innovative.

Don’t let the big questions scare you Let’s go back to the title: A Creative Pro-
gramming Environment. What chutzpah to think that your thesis could make a 
signifi cant dent in the age-old problem of creativity! Yet there is a real problem 
there. The creative potential of computers should be obvious, yet there was (and is) 
no easy-enough way for a person to tap into it. Why the hell not? Get indignant 
about the fi eld’s failures. Fix ‘em.

Think globally, act locally Yes, the thesis attacked big and important questions, 
but it didn’t stay completely at the philosophical level; otherwise it really would 
have been a philosophy, not a science, thesis. Even though you can’t entirely solve 
the problem of creativity in general, think about how creativity works in the 
domains you’re interested in. Build a system. Show people what things would be 
like if your vision were realized. Try it out. Refl ect on the experience. Tell others 
what they should learn from seeing it. At my lab, now, the MIT Media Lab, our 
motto is: Demo or Die.

Hunt for the good stuff, even in out-of-the-way places The reason I tell you the 
story about how I discovered Smith’s work is to say that sometimes the most 
innovative work might be ignored by the mainstream. You might fi nd it in long-
forgotten theses instead of the Best Paper at CHI.

Teach by example Finally, let the work speak for itself in making the point you’re 
trying to promote. The work on Pygmalion was a fantastic example of creativity in 
its own right. It amply supported its own ideas with rich visualizations, and deep 



42  Henry Lieberman

thinking about what it takes to support the creative process. It made a fi rm case for 
programming as a medium for creativity.

Conclusion

Could something like an article on Pygmalion get accepted to the CHI or Interact 
conferences today? Sadly, probably not. The reviewers would fi nd a million things 
wrong with it. No user-centered requirements gathering or prototyping prior to 
implementation. No user testing after implementation. Only works on small exam-
ples. Won’t scale up. You can imagine the criticism.

Too much of today’s HCI is incremental, another-brick-in-the-wall work. Well-
designed experiments, diligent implementation and testing, but ultimately, work 
that won’t change things very much. But there should always be a place in HCI 
for the revolutionary, almost crackpot, work that at least holds the possibility of 
profoundly transforming the fi eld. This is the story of one such work. Now go do 
some more.
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The Xerox Red Book: Star Functional Specifi cation, Revision 5.3 for Star-1, 1981

I pretty much came of age along with the coming of age of HCI. I fi nished my dis-
sertation on a user interface in 1982 and presented it at the fi rst ACM Computer–
Human Interaction conference in Gaithersburg that year. Frame buffers were fairly 
new and computer graphics was booming. My research work extended the notion 
of multivariate data display from visuals to sounds; my user interface focus was on 
how to present information rather than how to design user interactions. Several 
CHI ’82 papers that year did focus on user interactions; many were concerned with 
command names and how users remember them. The individual workstation with 
bitmapped display and pointer was not yet widespread.

Those were the days when the Xerox 8010 Information System, called the Xerox 
Star, was fairly new on the market. For someone with an interest in user interfaces, 
Xerox was the place to be, and I was thrilled in 1984 to get a job working in the 
Xerox Star Systems Development Division. The successor to the Star, Viewpoint, 
was underway and was to be based on the same design principles as the initial Xerox 
Star. One of the fi rst and most important pieces of documentation I received was 
the Xerox Red Book.

The Xerox Red Book is a functional specifi cation that details the user interface 
for the fi rst Xerox Star workstation. Formally called the Star Functional Specifi ca-
tion, revision 5.0 was completed August 1, 1979, and revision 5.3 that I was given 
was released in May 1981. Consisting of over four hundred and fi fty pages in a red 
loose-leaf notebook, it was known internally as the “Red Book.” Although the Red 
Book is currently only available through the Xerox archives or PARC library, there 
is an effort to get it released publicly, and several detailed articles have been written 
about its content (Lipkie et al. 1982; Johnson et al. 1989; Smith et al. 1982a; Smith 
et al. 1982b).



44  Sara Bly

The book is organized around two main categories, document creation and 
document management. The fi rst contains sections on documents, text editing, 
formatting and layout, frames, graphics, and tables. The second contains sections 
such as document fi ling, directories, electronic mail, printing, and removable storage 
media. Although the Xerox Star represented an integration of many advances in 
user interfaces, there are three aspects of the Xerox Red Book that have had a 
particularly important impact on me. The fi rst is that the user interface was specifi ed 
before the development of the workstation hardware and software; the user inter-
face was considered of primary importance to the design, not as an afterthought or 
window-dressing. The second is the way in which consistency was used advanta-
geously; it was not a constraint that cut out innovation but a well-considered 
framework. The third is the desktop metaphor; it offered users a conceptual model 
that is all too often missing from interfaces today.

User Interface Specifi cation

The Xerox Star workstation was the fi rst commercial personal offi ce workstation 
intended for offi ce workers more interested in accomplishing their own tasks than 
in delving into computers. Although planning began in 1978, Star drew on research 
from a number of places, including the Xerox Palo Alto Research Center (PARC) 
and the Stanford Research Institute (SRI). It combined a number of innovations at 
the time—the notion of personal computing, a graphical user interface, a mouse 
input device, the offi ce metaphor, email, windows, and the local area network. As 
described in a wonderfully complete retrospective on the Xerox Star development 
(Johnson et al. 1989, p. 24):

To foster uniformity of specifi cations as well as thoughtful and uniform design, Star’s 
designers developed a strict format for specifi cations. Applications and system features were 
to be described in terms of the objects that users would manipulate with the software and 
the actions that the software provided for manipulating objects. This “objects and actions” 
analysis was supposed to occur at a fairly high level, without regard to how the objects would 
actually be presented or how the actions would actually be invoked by users. A full specifi ca-
tion was then written from the “objects and actions” version. This approach forced 
designers to think clearly about the purpose of each application or feature and fostered 
recognition of similar operations across specifi cations, allowing what might have seemed like 
new operations to be handled by existing commands.

It’s notable that the Xerox Red Book set forth both a formal specifi cation for the 
Star user interface and a set of concepts for user interface design that are still valu-
able today.
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Consistency

A fundamental principle of the user interface design was the notion of selection and 
action. The rule was that an object was fi rst selected and then an action was per-
formed on that object. By fi rst selecting the object, a user always had the option to 
decide not to perform an action. Furthermore, no “accept” command was necessary 
since invoking the operation was the last step in the sequence.

Consistency was applied across domains: an object could be a word (or sentence 
or paragraph) in a document, a line or other graphic object in a drawing, a docu-
ment on the desktop. Selection was done with the two-button mouse, the left button 
to select an object and the right button to adjust (shorten or lengthen) the selection 
if desired. Pressing down on the mouse button was separate from releasing the 
mouse button so that a user could see what was selected before completing the 
selection itself.

A set of basic actions appeared on an extension to the traditional typewriter 
keyboard, a set of “function keys,” such as move, copy, delete, and show pro-
perties. Note that these actions provided a range of capabilities. I might move a 
document from one folder to another or I might copy a document to the out-basket 
to send it as mail or to a printer to get a paper version. Furthermore, the notion of 
properties applied to both objects and actions. A property sheet allowed a user to 
specify the parameters of a selection; an option sheet allowed a user to specify the 
parameters of a command.

The beauty of the Red Book “rules” such as these is that they are basically simple 
to follow but extremely powerful in use. Once the object-action paradigm and the 
basic actions are set, both the designers and the users do not have to wonder how 
to proceed. Of course there are exceptions, particularly given the complexity of 
functionality in workstations and laptops today. But the notion of consistency in 
underlying user interface guidelines remains an important principle.

Desktop Metaphor

The Star workstation interface design was based on standard offi ce functions and 
artifacts. The “desktop” presented offi ce information in a recognizable and easily 
remembered way. Documents (e.g., reports, presentations, memos) were the most 
common objects. They could be grouped into folders and folders put into fi le 
cabinets. There were in-baskets, printers, and a wastebasket. Although the metaphor 
clearly would break at times (an undo action is generally not possible in the 
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physical offi ce), it provided an extremely straightforward way in which to introduce 
offi ce workers to the use and functionality of the workstation. More important, I 
think it offered users a conceptual model that is too often missing today. Knowing 
how to think about something that is otherwise unfamiliar is a helpful fi rst step in 
learning.

The Xerox Red Book Today

Can we learn from the Red Book today or is it only important as a historical 
document? The aspects of the Red Book that most infl uenced me are only a part of 
the value of the Red book to the user interface (UI) community. Clearly the details 
of the user interface functionality make the Xerox Red Book important as an archi-
val document. More signifi cant, however, are the overall principles on which the 
user interface design was built. Although these are not called out specifi cally in the 
Red Book, there was an internal paper that set the basis for the design methodology 
(Irby et al. 1977). Subsequent papers (Smith et al. 1982a; Johnson et al. 1989) 
provide complete explanations.

In addition to consistency and a user’s model, there are six other principles that 
specifi cally directed the design: seeing and pointing versus remembering and typing, 
what you see is what you get (WYSIWYG), universal commands, simplicity, 
modeless interaction, and user tailorability. The graphical interface supported seeing 
rather than remembering, that is, one knew what had been selected or what action 
was occurring. It was a WYSIWYG interface so that creating a document meant 
seeing it unfold, as it would ultimately appear on a printed page. The universal 
commands applied to almost all interactions as described in my view of consistency. 
Simplicity introduced progressive disclosure in property and option sheets. I learned 
the value of modeless interactions through the object-action model so the user didn’t 
have to keep track of or know the state of the system. The importance of good 
graphic design was taught through the careful and systematic use of icons on the 
bitmap display, the manipulation of which provided one way for users to customize 
the system to their own use.

For me, the Xerox Red Book not only provided an important guide for develop-
ing user interfaces for new Star functionality, it was a textbook on user interface 
design. Note that in Principles of Interactive Computer Graphics, the chapter 
entitled “User Interface Design” was introduced in the second edition of 1979, not 
in the fi rst edition of 1973 (Newman and Sproull 1979). The Psychology of Human–
Computer Interaction, an early UI textbook, did not come along until 1983 (Card, 
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Moran, and Newell 1983). From the Xerox Red Book, I learned many fundamen-
tals of good UI design. When I moved into research at Xerox PARC in 1986, I took 
a fi rm foundation in the best of HCI with me.

Though I grew to embrace the value of ambiguity in design and the inherent 
inconsistencies in human behavior, I still fi nd the Xerox Red Book provides an 
important grounding for user interface design. As a document, it articulated the 
amazing foresight and imagination of the Xerox Star designers and today is still a 
valuable guide for basics in UI design.1

Note

1. The Xerox Star Red Book would not have been a reality without the vision of a number 
of designers and developers at Xerox Corporation in the 1970s, including David Smith, 
Charles Irby, Ralph Kimball, Eric Harslem, and Bill Verplank. Thanks to them and thanks 
to Robyn Mallgren and Terry Roberts for their part in Xerox user interface design and their 
comments on this essay.
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D. Smith, C. Irby, R. Kimball, B. Verplank, and E. Harslem, 1982: “Designing the 
Star User Interface”

People need a way to quickly point to items on the screen. Cursor step keys are too slow; 
nor are they suitable for graphics. The Star  .  .  .  use(s) a pointing device called the mouse.

—Smith et al. (1982a)

Think about it—in 1982, people didn’t know what a mouse was! Engelbart invented 
it, and Star was a fi rst attempt to put it to commercial use. Today it is a given, and 
often we forget that there are other possible pointing devices. Microsoft decided 
that we would never need more than one cursor control at a time, which is a 
problem for attempts to experiment with two-handed interaction. This is an excel-
lent example of how, for good and bad, a very experimental design has become 
totally taken for granted.

I have recently become interested in the taken-for-grantedness of the desktop 
metaphor, and in how computer applications today are based on a particular version 
of the (computer) desktop. When I try to discuss the current desktop design with 
my fi rst-year students, I point out that we have a trashcan on the desktop, that we 
can basically only work on one document at the time, and so on. And they just 
don’t get it: “that is just how things are—what is strange about that?”

To see what’s strange, lets look back to the origins of the desktop, and one of 
the original presentations of designs that led up to the desktop as we know it: Smith 
et al.’s “Designing the Star User Interface” (1982a).

The Star User Interface

Historically, there was a time before the current version of the desktop, and the 
Star design illustrates this. Star was the fi rst to make available a desktop as we know 
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it, with documents presented directly on the screen—documents that could be 
“clicked on” (a new term then), “dragged” to folders (new too, in the context of 
the computer screen), and so on. Star used concrete, visible design elements that 
were recognizable and could be copied and modifi ed directly, rather than the alien 
command syntax that was common at the time.

The Star designers used eight user interface (UI) principles, including a familiar 
user’s conceptual model (the desktop, with icons and windows); the infamous “what 
you see is what you get” (WYSIWYG); universal commands; consistency; and sim-
plicity. Until the Star (and the experimental predecessor, the Alto), users would 
create and edit a representation that looked like a computer program, and then 
compile the result in order to produce drawings or page layout. With Star, users 
worked on a direct representation of what would appear on the printed page.

The Smith et al. paper illustrates that some of these UI principles required a lot 
of work to realize; that choices were made; and that some of them, such as consis-
tency, are self-contradictory. The paper nicely discusses how printing by moving 
the document to the printer icon could work (consistently): should the document 
disappear, move back to where it came from, or be left in the printer? That is all a 
matter of what kind of consistency is given the highest priority.

The principles led to a unique design, many elements of which are still with us. 
However, though we may still throw documents in the wastebasket, we generally 
don’t activate functions by dragging and dropping, the way Star mailed or printed 
documents by dragging them to the out-box or printer. We work with documents 
that can open in various applications, which has certain advantages. Yet I don’t 
really remember seeing a discussion anywhere of what was gained and what was 
lost when that change came about.

Beaudouin-Lafon (2000) and others have pointed out how the number of menu 
items and the depth of menu hierarchies increase for each new version of (e.g.) 
Word. Similarly, documents get hidden away in deeper and deeper fi le/folder 
hierarchies. We probably have more documents and functionality on our PCs today 
than anybody ever thought about when Star was designed. It seems that the prin-
ciple of simplicity has long been lost.

When I show a screen dump of the Star user interface to my students, they all 
seem to notice how crisp and orderly it looks. The desktop is gray, icons and 
windows stand out. It is organized as an array of one-inch squares. An icon can be 
placed in any of those. Star centers an icon in its square, hence lining up icons. 
Windows fi ll out the space of a U.S. letter page, with icons on either side. Today, 
depending on your favorite operating system, we are haunted by either overlapping 
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windows and random dumping of icons, tabs, and the like, which aim to provide 
an overview but do not allow users to see the contents of several windows at the 
same time. None of these operating systems allows the user to focus on more than 
one document in more than one application. We have only one locus of cursor 
control. It seems that the desktop interface has moved toward being the one-
document-at-a-time interface, more than was necessary and desirable.

The Star Design Process

The shifts away from Star’s design are worth paying attention to, because Star was 
not designed casually. Actually, Star was designed though an exemplary systematic 
design process, where state-of-the-art methods were applied. Smith et al. 1982a and 
Bewley et al. 1983 are reminders that innovation is not a strike of luck, but involves 
both hard work and a concern for future use.

According to Smith et al., the Star design process developed around the following 
principles:

1. User interface fi rst.
2. Iterative design and throw-away prototypes.

User interface fi rst meant: design the user interface before the software and hard-
ware. It meant the development of a conceptual understanding of what was to be 
achieved. Bewley et al. (1983) discuss how the choices made were not straightfor-
ward at all. Combinations of empirical tests and keystroke level analyses were 
applied in iteration with redesigns of the interface. Selection, using one, two, or 
three mouse-buttons, was compared in seven different selection schemes. Seventeen 
distinct sets of icons were developed for Star, and tested for recognizability and the 
time required to pick them. In hindsight, it is comforting that so much work was 
put into developing the fundamental interface mechanics that we still live with. At 
the same time, the community at large often seems to forget that icon design is hard 
work that includes concerns for recognizability by users, comparability across icons, 
and so on, and not just common sense.

Iterative design and throw-away prototypes: The Alto was a valuable prototype 
for Star, and it had been developed and used for about eight years when the Star 
process started. At PARC “dozens of experimental programs were written for the 
Alto” (Smith et al. 1982a). Until that time it was most common among software 
design practitioners and researchers to use the “waterfall” model—a strictly sequen-
tial, non-overlapping series of stages—as their ideal design process (Raccoon 1997). 
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However, statements like the above were fueling the debate about iterative design 
in the (emerging) software engineering community.

By setting up PARC and letting researchers work for eight years or more on 
something whose commercial value was not immediately recognizable, Xerox took 
a lot of risk. Star was a fi rst attempt to make PARC results commercial, and it failed 
as commercial success, for Xerox at least (whereas Apple and Microsoft managed 
to harvest from the effort later on). My point here, however, is more general: 
Making commercial successes out of groundbreaking research is done neither over-
night nor through direct pipelining of research into products.

To return to my own research, the following anecdote serves to understand why 
throw-away prototyping of human–computer interaction became an essential 
element of participatory design. In 1983, I worked on the UTOPIA project (Bødker 
et al. 1987), where we collaborated with workers from the graphical industry on 
developing page layout technology that would utilize and develop their skills rather 
than make them redundant, which was the trend in graphics production then. 
Indeed we knew that WYSIWYG text processing was at their doorstep. Yet it was 
diffi cult to get access to, so as to be able to show it to the typographers. Accord-
ingly, we described to one of our collaborators what it would mean to change type 
fonts directly by selecting, choosing, and so on. His experience was with computer-
ized typesetting within a LaTex-like system. He listened to our explanations of how 
you would directly see the change of font size on the screen. And then he 
commented: “But you forgot to tell me what the code structure is like.” In other 
words, he could not fully understand the most essential aspect of WYSIWYG 
typography—that there were no codes—without seeing it and trying it out.

As a consequence of this sort of experience we started working with cheap mock-
ups; we invested in our fi rst workstation, and we decided to understand better why 
hands-on experience was necessary for user involvement in design (Bødker et al. 
1987). Although the UTOPIA project had severe problems achieving commercial 
success through its innovative product design, the design methods have lived on 
with us and are still being developed.

Looking Backward, Looking Forward

Generally, I believe that we need to keep reminding ourselves of how, and why, our 
everyday technology came into being. In that sense HCI has reached a stage at which 
it is not only a science pointing ahead. It needs to be aware of its history too, in 
order to be better at pointing to the future.
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Indeed, whether the conceptual model of Star (the desktop) is familiar to users is 
hardly an issue today, because the computer desktop has come to have its own life. 
Hardly anybody is a total novice. However, we continue to introduce new concep-
tual models that may or may not be familiar to users, and indeed, as designers we 
need to understand what can and cannot be taken for granted. Looking back on 
historical papers and designs is one way of guarding against taking the current 
designs of computer technology for granted.
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M. Weiser, 1991: “The Computer for the 21st Century”

“The most profound technologies are those that disappear. They weave themselves 
into the fabric of everyday life until they are indistinguishable from it.” This opening 
statement in Mark Weiser’s paper “The Computer for the 21st Century” in the 
September 1991 issue of Scientifi c American (pp. 66–75)1 has been a source of 
inspiration for me. When it was published fi fteen years ago, it was “for the Twenty-
First Century”—now we are “living in” it! Reading it back then, I found Weiser’s 
ideas startling and familiar at the same time. Startling, because he proposed a chal-
lenging vision of how the role of computers would change when made available 
in a ubiquitous fashion; familiar, because the underlying philosophy of “making 
the computer disappear” was in line with ideas (e.g., minimizing the “interaction 
problem”) I was contemplating around that time when refl ecting on inter active 
problem solving, human–computer interaction, and cognitive ergonomics (Streitz 
1986).

The introductory section of the article is followed by a description of examples 
of ubiquitous computers categorized by Weiser as tabs, pads, and boards. I still 
remember vividly when I was a visiting scholar at Xerox PARC in 1990 and wit-
nessed the fi rst “live board,” a wooden cabinet with a large interactive display, later 
known as the LiveBoard and marketed by the spin-off company LiveWorks. It was 
rolled into a special room where only people with confi dentiality clearance had 
access, and there we had the chance to try it out. Although the wooden frame was 
intended to make it look different from a traditional computer, it was still a big 
box: it didn’t really “disappear”; rather, it attracted attention. But it did provide 
new ways of interacting with information. This was owing especially to the pen-
based mode of interaction, modeled after the “traditional” interaction with a felt 
pen on a whiteboard. This, in combination with the large display area, made the 
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LiveBoard different from traditional desktop computers even though it had no more 
resolution than a workstation display at that time.

From LiveBoard and Tivoli to DOLPHIN

Having the opportunity to experience fi rsthand one of the major components of the 
ubiquitous computing approach at its birthplace, I was fascinated and set out to 
continue and extend this line of research. After my return to Germany at IPSI in 
Darmstadt, I started negotiations with PARC about getting LiveBoards. It was quite 
a process to get the handmade LiveBoards out of Xerox, but I was successful. 
Finally, two boards (color units) with serial numbers 007 and 008 were shipped 
and arrived in Darmstadt in January 1993—the fi rst examples that existed outside 
of Xerox.

Building on our previous work on cooperative hypermedia systems in, for example, 
the SEPIA system (Streitz et al. 1992), we developed the DOLPHIN system (Streitz 
et al. 1994) for supporting group work in an electronic meeting room. The setup 
involved a LiveBoard and four workstation-like computers that were physically 
integrated into a meeting room table. Our DOLPHIN software used the pen-based 
interaction hardware of the LiveBoard and combined it with our multiuser coop-
erative hypermedia system. DOLPHIN supported scribbles, gestures, and annota-
tions, as did the Tivoli software developed in parallel at PARC. By combining it 
with a CSCW (computer-supported cooperative work) and hypermedia system, we 
were able to support group work such as brainstorming and idea generation, creat-
ing and processing informal structures as well as formal argumentation structures, 
and shared document processing across all devices in the meeting room.

From Human–Computer Interaction to Human–Information Interaction and 
Human–Human–Interaction and Cooperation

After some time, working with the big and somehow clumsy LiveBoard boxes no 
longer satisfi ed us. Although enabling people to stand and interact with a large 
vertical display was an important step in the right direction, it was still a large box. 
Going back to Weiser’s original vision of “disappearing” technology, we thought 
of making the technology disappear even more.

It became obvious to us that the phrase “human–computer interaction” could 
lead us in the wrong direction. Normal users are actually not very interested in 
interacting with computers. They are interested in interacting with information and 
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with people in order to communicate and collaborate with them. Thus, the fi eld we 
want to explore should be called “human–information interaction” and “human–
human–interaction and cooperation,” terminology that implies that the computer 
should disappear from the scene.

Two Types of Disappearance

The goal of making the computer disappear described in Weiser’s opening statement 
can be achieved in different ways. Disappearance can take different forms (Streitz 
2001):

Physical disappearance refers to the miniaturization of devices and their integration 
in other everyday artifacts as, for example, in clothes, so that they become 
invisible.
Mental disappearance refers to the situation in which the artifacts, though they may 
still be large, are not seen as computers but rather as ordinary objects that are now 
interactive, such as “interactive” walls or “interactive” tables. That is, the technol-
ogy disappears from our perception and moves mentally into the background.

This raises some core questions: How can we design human–information interaction 
and support human–human communication and cooperation by exploiting the 
affordances of existing artifacts in our environment? And, in doing so, how can we 
exploit the potential of computer-based support to augment these activities?

From LiveBoard to DynaWall and Roomware

These considerations resulted in another extension of the seminal work at PARC: 
increasing the display size, moving beyond “boards” and toward the notion of 
“walls.” At the same time, we wanted to integrate other everyday artifacts like tables 
and chairs into the overall UbiComp setting. This resulted in our Roomware® 
components DynaWall, InteracTable, CommChairs, and ConnecTables (Streitz, 
Geißler, and Holmer, 1998), developed in several generations (Streitz et al. 2001). 
They were part of the i-LAND environment, an interactive landscape for creativity 
and cooperation (Streitz et al. 1999). For the realization of the DynaWall, a 4.5 × 
1.10 meter interactive wall, we departed from the original LiveBoards and integrated 
three dismantled SmartBoards into the architectural environment, replacing a major 
part of a wall. Instead of having a big box in front of a wall, we had a large inter-
active wall very smoothly integrated with the rest of the architecture—approaching 
what we call “mental disappearance.” While the Roomware components were one 
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achievement, further appropriate software was needed for dealing with the con-
straints and exploiting the affordances of such a large interactive area. This moti-
vated our gesture-based approach of interaction, which was modeless as a result of 
an incremental gesture recognition realized via the BEACH software (Prante, Streitz, 
and Tandler 2004). It allows users to throw, shuffl e, and rotate digital information 
objects (e.g., on the DynaWall and the InteracTable) as one would do with real 
objects in the real world. At the same time, it was a cooperative, truly synchronous 
multiuser, multiple-devices system connecting all Roomware components, not just 
in one room but between remote locations as well.

From Sal’s Home and Offi ce to Cooperative Buildings and Smart Environments

It is interesting to revisit the scenario at the end of Weiser’s article describing parts 
of a day in the home, on the road, and in the offi ce of Sal, the main actor in the 
scenario on the role of computers for the twenty-fi rst century. One is shown a world 
where comfort is provided; everything is calm and working smoothly. Annoying 
occurrences like traffi c jams are remedied by warnings that enable a driver to take 
the next exit and stop for a cup of coffee. In the offi ce, the existence of fresh coffee 
is indicated by a telltale at the door. Although not explicitly called “smart environ-
ment” or “ambient intelligence,” this is the view conveyed here. Combining sets of 
sensor data with inference engines and other artifi cial intelligence methods should 
allow adaptation to the many possible situations. Without entering into the philo-
sophical discussion of when it is justifi ed to call an artifact “smart” or what we 
consider “smart” or “intelligent” behavior in general, we propose the following 
distinction (Streitz et al. 2005).

System-Oriented, Importunate Smartness
An environment is “smart” if it can carry out certain self-directed (re)actions based 
on continuously collected information about its constituents, and surroundings, 
including the humans staying within its reach. In this version of “smartness,” a 
space would be active and in control of the situation, making decisions on what to 
do next and executing actions without a human in the loop. Some of these actions 
could turn out to be importunate.

People-Oriented, Empowering Smartness
This can be contrasted with a perspective where the empowering function is in the 
foreground, summarized as smart spaces make people smarter. This is achieved by 
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keeping the human in the loop, thus empowering people to make informed decisions 
and take actions as responsible people in control.

Of course, these two points of view will not often exist in their pure distinct 
forms. The challenge is to fi nd the right balance for combining both approaches. 
The overall design should be guided by having the human in the loop and in control 
as much as possible and feasible.

Conclusions

Fifteen years later, the infl uence of Mark Weiser on the fi eld of ubiquitous comput-
ing is at its peak. For many years now, his 1991 article has been the standard refer-
ence when people refer to the origins of ubiquitous computing.

It took some time before the major conferences in this fi eld got off the ground. 
Two events advanced these views in a systematic fashion: the symposium entitled 
“Handheld and Ubiquitous Computing” (HUC’99) initiated by Hans Gellersen and 
held in Karlsruhe in September 1999 (Gellersen 1999), which evolved into the 
Ubiquitous Computing conference series.

One year before, I initiated the First International Workshop on Cooperative 
Buildings (Cobuild’98) (Streitz, Konomi, and Burkhardt 1998) held at IPSI in 
Darmstadt, followed by the Cobuild’99 event held at Carnegie-Mellon University 
in Pittsburgh. It was a pleasure for me to invite Mark Weiser to be the opening 
keynote speaker for CoBuild’98. It was one of his last public international appear-
ances before he passed away in April 1999, much too early and much too young.

Unfortunately, Weiser could not witness the lasting impact his work had. These 
two events marked somehow the beginning of the “revival” of ubiquitous comput-
ing. In 1999, the “disappearing computer” idea became also a theme for the Euro-
pean Commission. As part of the Information Society Technology (IST) program, 
the proactive research initiative “The Disappearing Computer (DC)” (www.
disappearing-computer.net) was conceived by the Future and Emerging Technology 
(FET) unit. Being involved in the planning activities of the initiator Jakub Wejchert, 
it was great to see how quickly it proceeded. Seventeen projects were selected and 
started in 2001, lasting for around three years until 2004. They were complemented 
by the “DC-Net” activities of the DC Steering Group (which I had the honor to 
chair), facilitating exchange and cooperation between projects. A particular venue 
for communicating the work in the Disappearing Computer initiative was the special 
issue “The Disappearing Computer “of Communications of the ACM published last 
year (Streitz and Nixon 2005) where we related the work in Europe and the United 
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States and the edited volume The Disappearing Computer (Streitz, Kameas, and 
Mavrommati 2007) covering the highlights of the DC initiative. I am sure Mark 
Weiser would have loved to observe how his ideas were taken up by the different 
research communities in Europe, the United States, and Asia, and I am sure he would 
have wanted to get involved.

Note

1. Weiser’s article is often referenced with wrong page numbers (pp. 94–104), probably 
because similar page numbers (pp. 94–10) are quoted on the UbiComp webpages 
(http://www.ubiq.com/hypertext/weiser/UbiHome.html), interestingly enough with “10” and 
not “104.” Having the original issue at hand, I can confi rm the correct page numbers are 
pp. 66–75.
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It Really Is All About Location!

Anind K. Dey
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R. Want, A. Hopper, V. Falcao, and J. Gibbons, 1992: “The Active Badge 
Location System”

It is often said that the cardinal rule of real estate is that everything depends on 
“location, location, location.” In computing, we are also seeing a trend toward 
interactions where location is paramount. We can use search engines that leverage 
our location information (e.g., Google Maps, MSN Search Local); use GPS (global 
positioning system) devices for hiking, boating, and even treasure hunting (Sherman 
2004); use tour guides to enhance our museum experiences (Abowd et al. 1997); 
and locate friends, family (Charny 2002), and packages (e.g., UPS, FedEx). Today, 
these applications are called location-based services, or LBSs. It is estimated that by 
2015, the revenue from LBS will be 1135 billion (Swann, Chartre, and Ludwig 
2003). The number of mobile phones in use with the ability to locate themselves is 
currently in the millions, and this number is expected to grow to 1.5 billion by 
2015. I personally use LBS for providing my location to family members (as I’m 
tracked by my GPS-enabled cell phone), fi nding gas stations in unfamiliar locations 
(thanks to an in-car navigation system), and locating my car when I thought it was 
stolen (using the car’s LoJack vehicle recovery system).

Fifteen years ago, this was all unimaginable. We had no commercial positioning 
systems available for either indoor or outdoor use. This is what makes the work of 
Roy Want, Andy Hopper, Veronica Falcao, and Jon Gibbons all the more exciting. 
In 1992, they published a paper entitled “The Active Badge Location System” on 
an indoor positioning system developed at Olivetti Research (Want et al. 1992). It 
was the fi rst location-based system and one of the fi rst in a series of efforts to fulfi ll 
the ubiquitous computing vision proposed by Mark Weiser (Weiser 1991) being 
undertaken at Xerox PARC, Olivetti Research (later, Olivetti and Oracle Research 
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and then AT&T Research), and EuroPARC. Ubiquitous computing or ubicomp was 
fi rst introduced in 1988 by Weiser, as a third wave of computing, beyond main-
frames and personal computers. In this third wave, computing devices would be so 
numerous and so embedded in our everyday lives, they would seem invisible to us. 
These seminal writings have had great impact on my research career, helping to 
establish a research path that I have followed for over ten years.

Less than two years after this vision was fi rst articulated, Want et al. developed 
and deployed an indoor location system, in February 1990. At that time, existing 
positioning systems included swipe badges and pagers. Swipe badge systems, still 
commonly used today, allow users to swipe their badges through readers to gain 
access to or leave a defi ned zone. Users can be located and granted access to 
resources on a per-zone basis. With pagers, someone trying to locate the user 
could page him or her, causing a signal to be sent to the user’s pager creating an 
audible beep and delivering the callback number of the caller. If the user returned 
the call, the caller could then ascertain the user’s location by directly asking him 
or her.

Instead the Active Badge location system presents a location system that really 
allowed users to be located without having to do anything other than wear the 
Active Badge itself. Each Active Badge sent out a short unique infrared signal every 
fi fteen seconds. This signal was picked up by any sensors that were within six meters 
of the badge and had a direct line-of-sight to the badge. Sensors were cheap enough 
that reasonable coverage of a space was not prohibitive. Sensors were placed high 
on walls, on ceiling tiles, and at entrance and exit points. Sensors detected and 
reported unique badge identities to the workstation they were connected to, and 
this information could be shared with other Active Badge networks and users via 
an Ethernet network.

While the paper focused on the novel technology developed, it also presented an 
application that was built on top of the Active Badge location system. To aid the 
receptionist at Olivetti Research, an interface was provided to help them route 
phone calls to extensions closest to the person being called. The interface displayed 
a table consisting of each user’s name, the closest telephone extension, the physical 
location of the extension, and the probability of fi nding the user in that location 
based on the length of time since the user’s badge was last sighted by the Active 
Badge system.

After a two-week trial period in which all thirty-two employees of Olivetti 
Research were requested to use the location system, employees continued to use the 
system. The receptionist’s job was made easier and there was a substantial drop in 
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the number of phone calls not reaching the appropriate destination. Users found 
the phone call forwarding service quite useful and liked that it allowed them to 
move throughout the lab even while they were expecting a phone call.

An extension made to the receptionist’s system distributed badge location infor-
mation throughout the lab, allowing all employees to use it. Some used the same 
application as the receptionist, while others used a command-line interface. This 
latter interface allowed employees to locate a particular badge, fi nd out which other 
users were with a particular user, determine which users were in a particular loca-
tion, receive an audio notifi cation when a particular badge was seen next, and view 
a one-hour location history for a particular user. Over time, additional interfaces 
were designed for the location system. One interface contained a fl oor plan of the 
laboratory overlaid with badge locations and badge identities. A second interface, 
and the most useful one, textually presented the locations of all users (employees 
and visitors) and equipment. When a user clicked on a person or a tagged piece of 
equipment, a list of other people and equipment in that same location was presented 
along with a list of communication methods for talking with those people. Employ-
ees commonly used the system to allow groups of users to fi nd each other easily to 
have impromptu meetings, and to locate visitors in the lab for security reasons. Over 
time, numerous applications were built on top of the Active Badge location system, 
including authentication for doors and resources, delivering printouts to the printer 
closest to the person who created the print job, and “teleporting” a desktop envi-
ronment from a computer the user had been using to the one he or she was currently 
standing in front of.

I fi rst read this paper in 1996, when I was being introduced to ubiquitous com-
puting. Since then, I have read and reread this paper countless times, and I have 
always assigned it to my students in classes on ubiquitous or context-aware comput-
ing. Although I was (and continue to be) inspired by the initial Weiser articles on 
ubiquitous computing (Weiser 1991, 1993), this paper had a huge impact on me. 
Weiser laid out the vision, and Want et al. (1992) worked on fulfi lling a piece of it 
in this article. It was the fi rst instantiation of ubiquitous computing. It was the fi rst 
example I had read of computers that could react to the context of the user. It 
arguably spawned the fi eld of context-aware computing. This work, among others 
at the time, had such impact on me that I began to conduct research in context-
aware computing, completed my doctoral research on it, and have continued to do 
research on it, more than ten years later. If citations are a reasonable indication of 
impact, then it is clear that this paper infl uenced a lot of people in the same way it 
did me.
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Over time, I have come to gain a new appreciation for this work along two dif-
ferent dimensions: the use of novel hardware to support exploratory research and 
the depth of the issues addressed in the paper. First, the Active Badge system dem-
onstrated that by developing novel hardware, researchers could effectively time 
travel into the future and explore novel forms of interaction with their environment. 
Whereas today, researchers and companies are still working on developing reliable 
and accurate indoor positioning systems, the Active Badge system allowed research-
ers at Olivetti Research to live with and experience future technology. This work 
showed that you did not have to be limited by the technology you have today to 
experiment with the ideas of tomorrow. It also illustrated the challenges involved 
in building such a system. After struggling to build a number of similar systems and 
facing many similar challenges, I chose instead to build the Context Toolkit, an 
infrastructure that makes it easier to build location-aware and context-aware systems 
(Dey, Salber, and Abowd 2001).

Second, particularly after having worked on ubiquitous computing systems for 
ten years, I have gained a real appreciation for both the depth and range of issues 
discussed in this paper. A tremendous amount of effort went into the design of the 
Active Badge system to ensure that it was lightweight and small, used minimal power 
and had energy conservation modes, and was scalable to encompass multiple badge 
networks. None of these issues was necessary to demonstrate the feasibility of such 
a system, but all were certainly necessary to conduct a realistic deployment of such 
a system. Far too often in ubiquitous computing, partially working prototypes are 
presented that could never be tested in the fi eld to get a sense of the real impact of 
these systems. More research should follow the example of the Active Badge system, 
which had, at the time of the paper’s publication, over one hundred badges and 
two hundred sensors spread over a group of fi ve badge networks in Cambridge. 
Additionally, the authors said that the key contribution was not in demonstrating 
that they could build a location system but in investigating the question of whether 
people even want to be part of a location system. This is obviously a question that 
resonates quite strongly today, when concerns about online privacy are ubiquitous. 
In this paper, the authors address the issue of privacy head on. They discuss how 
users could remove the badge to avoid being tracked, how the interface would 
display a probability of fi nding the user in a given place and how that probability 
would decay over time, and how support for end-user control of who has access to 
a user’s location data and logging such access could be helpful. These are issues and 
ideas that remain important for ubiquitous computing systems today. Although I 
did not realize it at the time, these issues of usability and evaluation would stick 
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with me over the years, and I have recently begun to focus on supporting basic 
features of usability in context-aware systems: feedback, control, privacy, and infor-
mation overload.

Sixteen years after the Active Badge system was built, location-based services are 
fi nally becoming a reality outside of the research world. The use of GPS and network 
services are widespread and available for most of our mobile devices. Time will tell 
whether the technology of location-based services will become the billion-dollar 
industry many have predicted. If it does, it will be in part due to the excitement 
caused and the impact created by the Active Badge system.





III
Large Groups, Loosely Joined

In this section the focus shifts to large groups of people and relations among them. 
Computers are not just for computation, of course; they serve as powerful commu-
nication tools as well. By virtue of computers’ ability to mediate communications 
among people who would not otherwise know one another, computer-mediated 
communication lays the ground for vast webs of infl uence. Some of this infl uence 
is direct, as when people form virtual groups and talk with one another, and 
some is indirect, more subtle, as when ideas propagate through a culture or 
organization.

Our fi rst essay is Sara Kiesler on The Network Nation. She relates how her 
reading of Hiltz and Turoff led to her fi rst experiment on computer-mediated com-
munication, and along the way we meet Mina, an overly informal lab assistant, and 
have a brief encounter with Allen Newell. Next Danyel Fisher describes how Cin-
derella led him to an interest in how and why stories traveled, and how that, in 
turn, led to Roger’s The Diffusion of Innovations. Barry Brown’s essay on Zuboff’s 
ethnography, In the Age of the Smart Machine, recounts her analysis of the impact 
of computers and automation on the workplace, and refl ects on the value of under-
standing the complex situations in which technologies are used. Next, in an essay 
on Jane Jacobs’s The Death and Life of Great American Cities, Tom Erickson dis-
cusses Jacobs’s observations of the relationships among strangers, and their implica-
tions for the design of online systems. Amy Bruckman recounts Seymour Papert’s 
writings on samba schools as a metaphor and model for education, and refl ects on 
the role of community and culture in learning. The section concludes with Beki 
Grinter’s essay on David Parnas’s paper on program architecture, and how it led 
her to ask why, in spite of modularization, dependencies continue to exist between 
code modules. Her answer to this seemingly straightforward question involves com-
munication within and across organizations, coordination work and the division 
of labor.
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Sara Kiesler
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S. R. Hiltz and M. Turoff, 1978: The Network Nation: Human Communication 
via Computer

In 1978, some of my current graduate students were born, and, like more than 99 
percent of the world’s population, I had never used a computer to communicate 
with another person. That year, Murray Turoff, a computer scientist at the New 
Jersey Institute of Technology, and Starr Roxanne Hiltz, a sociologist then at Upsala 
College, published a visionary book on communicating through computers. A few 
years later, their book, Network Nation: Human Communication via Computer, 
would help set my research and life off in a new direction. My dog-eared copy of 
the book has disappeared from my offi ce, and I must borrow Jane Siegel’s copy. 
Her book is stuffed with little paper notes that say things like “Xerox pg. 15, 
27–28, 30.” Jane and I have published several articles together; these faded notes 
are some of the evidence of the infl uence of this book on my own work.

Network Nation is a combination of research report and insightful policy analy-
sis. For its time—pre–personal computer, pre-AOL, pre-Web—it was prescient. 
Teresa Carpenter said in her Village Voice review in 1993 that the book laid out 
“a future when home computers would be as common as the telephone, when they 
would link person to person, shrinking  .  .  .  ‘time and distance barriers among people, 
and between people and information, to near zero.’ In its simplest form, the 
Network Nation is a place where thoughts are exchanged easily and democratically 
and intellect affords one more personal power than a pleasing appearance does. 
Minorities and women compete on equal terms with white males, and the elderly 
and handicapped are released from the confi nes of their infi rmities to skim the 
electronic terrain as swiftly as anyone else.”

The book was not mere lofty Net dreams. In 1971, its computer scientist author, 
Murray Turoff, designed and implemented the fi rst virtual team—a computer 
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conferencing system, called EMISARI, for Delphi decision making for the Offi ce of 
Emergency Preparedness. He later designed EIES, a conferencing system to support 
scientifi c discussion. EIES was an infrastructure for a virtual online community, 
consisting of what we now call chat (synchronous communication), discussion 
boards or forums (asynchronous messaging), and customized news. In 1975, Starr 
Roxanne Hiltz, a sociologist, began reporting on the effects and social impact of 
the computer conferencing systems the team was testing. Together, through careful 
and voluminous documentation of their fi eld tests and experiments, the interdisci-
plinary team of Hiltz and Turoff defi ned key problem areas in computer-mediated 
communication and Internet research that remain today. They were perhaps the fi rst 
to argue that “to understand computer-mediated communications at all, you must 
see them as a social process” (p. 27). They grappled with questions of how to create 
online community, and they noted the paradox that “although the medium seems 
inherently impersonal, there have been many cases observed or reported by the 
participants of the most intimate of exchanges taking place between persons who 
have never met face-to-face and probably never will” (p. 28). They also raised 
enduring questions about how to manage distributed work teams, what to do about 
free riders in online groups, addiction or dependence, and information overload 
(see, e.g., Thompson and Coovert 2006).

How did a social psychologist like me, whose dissertation topic was “gratitude,” 
end up reading a techie book like Network Nation? I owe something to President 
Reagan, whose freeze on social science NSF projects led to my doing some catch-up 
reading, including Murray Turoff’s (1972) paper on Delphi anonymous online deci-
sion making. The federal government had supported Murray’s research to make 
decisions more accurate by removing social pressures on the group through com-
puter conferencing. Hiltz and Turoff then published new work marking a change 
in their thinking. Jane Siegel found the Network Nation book and we read it avidly. 
It wasn’t just technology; it was about people who seemed to be forming meaning-
ful groups using computers. Here is a discussion in Network Nation that moved us 
to run our fi rst experiment:

The emphasis in designing [computer conferencing systems] has been to maximize the amount 
of task-relevant information that can be shared among the members of a group, while still 
keeping the medium as “comfortable” as possible. Those who are most enthusiastic about 
the potential advantages of this form of communication tend to focus on this characteristic, 
as reported, for instance by Johansen, Vallee and Collins (1977, p. 3).

Computer-based teleconferencing is a highly cognitive medium that, in addition to providing 
technological advantages, promotes rationality by providing essential discipline and by 
fi ltering out affective components of communications. That is, computer-based teleconferencing 
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acts as a fi lter, fi ltering out irrelevant and irrational interpersonal “noise” and enhances 
the communication of highly-informed “pure reason”—a quest of philosophers since 
ancient times. (Hiltz and Turoff 1993, p. 28)

At that point Hiltz and Turoff questioned whether computer conferences were 
impersonal, and whether they would really promote “pure reason.” In their confer-
ences, they had found that people felt “free to be extremely frank and open with 
one another, whether discussing a topic such as a scientifi c or business problem, or 
in exchanging information about themselves and their feelings” (p. 28).

They offered examples: “At least one case of a dyadic relationship in which 
two persons are fairly friendly and cooperative in face-to-face meetings, but in 
which disagreements and hostility soon surface when they communicate by 
computerized conferencing”; and “A young woman who exhibited signs of schizo-
phrenia or other severe personality disturbance, communicating in grunts, nods, 
and monosyllables in a face-to-face condition; within ten minutes of being intro-
duced to CC, she was sending a constant stream of long messages, all signed 
‘anonymous’ ” (p. 102). Hiltz and Turoff wrote, “These observations and specu-
lations are offered to suggest our extreme ignorance in this area. We know there 
are personality factors. At present we have only the skimpiest of insights into 
what these factors are.”

I was trained in the Kurt Lewin tradition, which assumes social forces in all 
groups. Might there be such a thing as an impersonal group? My background as 
an experimental social psychologist made running a controlled study an obvious 
option. Jane Siegel and I decided to compare three-person decision making groups 
that would work face-to-face and remotely with computer-mediated chat. We hired 
Mina, an undergraduate, to run a pilot study. Mina quickly proved a disaster, or 
so we thought. Her face-to-face sessions were fi ne but her computer chat sessions 
were a mess. One of her fi rst groups was not able to reach consensus until 2:00 in 
the morning. Subjects were getting upset with each other, refusing to reach consen-
sus. We went back to training, and asked Mina to follow a strict protocol and to 
wear more formal clothes so subjects would “take the experiment seriously.” We 
continued to see problems in reaching consensus when participants used chat.1 Lee 
Sproull suggested I talk with Allen Newell. He told me, smiling, “Oh, that’s just 
fl aming.” Jane decided to run the experiments herself, and we began to document 
carefully the processes that ensued when people had to reach consensus using the 
computer to communicate. With that began a new program of research, soon 
leading to a new NSF grant, fi eld studies with Lee Sproull, a new focus on email, 
and many new and wonderful colleagues.
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Roxanne Hiltz had run pilot studies prompting new ways to think about com-
puter-mediated communication. In Network Nation, she and Murray described a 
pilot study of group problem solving in which Roxanne calculated an index of 
inequality of participation in these groups, reasoning that computer conferencing 
might reduce the impact of stigmatizing physical attributes (p. 111). Thus we mea-
sured inequality of participation in our studies, and later explicitly tested the impact 
of social status in face-to-face and computer-mediated groups (Kiesler, Siegel, and 
McGuire 1984; Dubrovsky, Kiesler, and Sethna 1991).

To give a further sense of the prescience of Hiltz and Turoff’s observations and 
ideas and the indirect and direct infl uence they had on me and others, let’s take a 
look three other examples.

Example 1: Anonymity In Murray Turoff’s conferencing systems, participants 
could choose a pen name, use their real name, or decide to be anonymous. Hiltz 
and Turoff wrote, “The motivation of the sender of an anonymous message or 
conference comment is self-protection. However, anonymity can have some very 
important social consequences for the groups. As [one of our conferences] points 
out  .  .  .  the use of anonymity can promote interaction, objectivity, and problem 
solving  .  .  .  e.g., one would not have to worry about unpopular ideas, etc.” 
(p. 95).

These observations led us to ask in our 1982 grant proposal whether “anonym-
ity caused by diffi culty in [identifying] speakers, poor resolution of physical detail, 
and use of ‘alias’ options, might prove signifi cant in affective responses,” and we 
raised the matter again in our American Psychologist paper (Kiesler, Siegler, and 
McGuire 1984). Anonymity later became a primary factor in SIDE theory (Postmes 
et al. 2005).

Example 2: Flaming and candor Hiltz and Turoff quoted from their logs to dem-
onstrate people’s openness in computerized conferences. Here is one from 1975:

NUMBER 9269 BY CHARLES AT 1619 ON 11/02/75

well I for one am particularly concerned  .  .  .  Come on Iris if you want another conference. 
Open it up. Don’t fuck around with supposedly private ones  .  .  .  We hae enough problems 
without adding to them. Remember I did not sign that promise not to get pissed off at you. 
(1978, p. 127)

These examples (and Allen Newell’s remarks) helped us understand that our 
observations were perhaps not a fl uke, and we made a big point of the “openness” 
argument in our book Connections (Sproull and Kiesler 1991). Lee and I discussed 
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how people could at once express feelings they might not express in face-to-face 
discussion, and also take on different personas or personalities in different online 
groups. The reasons for this behavior have since fascinated many researchers, and 
the issue persists today, not just at the margins of HCI but in the core disciplines 
(see, e.g., Kruger et al. 2005).

Example 3: Community and citizen participation Hiltz and Turoff foresaw that 
computer communication would enable people to self-organize without the aid of 
offi cials or formal organization:

Often citizens feel at a disadvantage when participating in the political process because they 
do not have access to the same knowledge and expertise that government offi cials and indus-
trial or business groups have.  .  .  .  Computerized conferencing would make it possible for 
citizen groups in different areas to pool the technical and professional talent available to 
them. This pooling would at least provide the opportunity for citizen groups to get better 
handles on facts available and the opportunity to take well-informed positions on complex 
topics. This would lessen the likelihood that well-meaning citizen groups would take unrea-
sonable positions because of a lack of knowledge. (1978, pp. 200–201)

They foresaw the use of computers by citizens to organize during disasters and even 
to vote.

We agreed with these possibilities for online community in Connections. Today, 
with technical reality catching up to Hiltz and Turoff’s vision, the ideas permeate 
HCI and CSCW (see, e.g., Preece 2000; Postmes and Brunsting 2002).

In 1994, the Electronic Frontier Foundation presented its annual pioneer awards 
to Murray Turoff and Starr Roxanne Hiltz. I could not say it better:

Murray Turoff and Starr Roxanne Hiltz are key innovators and the premier theorists of 
computer-mediated communications. Turoff and Hiltz  .  .  .  helped defi ne the electronic fron-
tier: The Network Nation. The term we currently use for online discussions, “computer 
conferencing,” was popularized by Turoff almost a quarter-century ago. The term was no 
metaphor—it was a literal description of what they had built in the EIES (“Eyes”) system—
that is, a system that allowed people to “confer” via the computer. Hiltz’s notion that com-
puter conferencing could form the basis of communities is a concept that increasingly 
dominates popular discussion of online conferencing systems. Hiltz and Turoff forecast most 
of the common uses and conventions of online conferencing systems that we see today. 
(Electronic Frontier Foundation 1994)

Note

1. A meta-analysis of thirty-six experiments showed that computer-mediated groups had a 
harder time reaching consensus than face-to-face groups (Baltes et al. 2002).
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E. Rogers, 1995: Diffusion of Innovations

In 1997, I took a folklore course from Alan Dundes, at UC Berkeley. I was excited 
by the fi eld, and by the work being done: the fi eld of folklore was attempting, piece 
by piece, to understand how stories were passed on from person to person. I read 
Dundes’s (1988) Cinderella collection, fascinated, as it described how the story had 
moved across the world and changed along the way.

And yet something was missing. Folklore saw itself as a liberal art, not a science. 
Folklorists had collected hundreds of specimens of stories, recording where they had 
been collected; researchers had thoroughly indexed how themes from a story told 
in one place were related to parts of a different story in a different place. Folklore 
theorists tried to interpret stories.

What seemed to me to be missing was the next step, of fi guring out how stories 
traveled, and why. Could we predict whether a given European story would show 
up in China? Could we read a folktale and connect it to a particular culture, or a 
particular set of ideas? Which people would tell, or retell, or rewrite these stories?

I was frustrated. I had done some research on stories being passed from person 
to person, updating some classic “faxlore” work to the age of email and Usenet. 
Much to my surprise, I had found that even online, stories were being retyped and 
changed: a simple formulaic joke would exist in several different but similar phras-
ings. Copy-and-paste might have been possible, and many joke recipients had clearly 
just forwarded the original, but not all had. Neither the fallibilities of memory and 
cultural adjustment (as folklore would put it) nor the degrading quality of repeat-
edly faxed images (as faxlore would have it) could account for these changes to a 
digital, perfectly reproducible medium.

Much of my frustration also came from interdisciplinary differences. I was 
working on a computer science graduate degree; I built things—image recognition 
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algorithms, compilers, machine learning tools. I wanted the fi eld to provide me with 
the instruments to build a folktale—or, failing that, to measure it.

Not long after that class, I stumbled upon Everett Rogers’s Diffusion of Innova-
tions (1995). Rogers takes those pieces that I had found scattered in the folklore 
fi eld, and organizes them. He summarizes, in one volume, a century’s research on 
the ways that ideas and innovations were presented, adopted, and spread. By the 
time I was fi nished, a sleepless night later, the book was a colorful forest of sticky 
notes and I was inspired.

I would suggest that this volume should be an important part of the HCI 
bookshelf.

Diffusion Research

Rogers lays out a framework that is simple, thorough, and easily reusable: the book 
looks at the innovation itself, the way the innovation is communicated, the poten-
tial adopters who pick up the innovation over time, and the social system in which 
they are all embedded.

Research into the diffusion of innovations, as told by Rogers, has its origins in 
agricultural research. Unlike folklore, where stories are easy to tell and retell, con-
vincing a farmer to innovate in agriculture had been a matter of some diffi culty. 
Scientists had developed tools to improve crop yields, but needed to fi nd ways to 
convince farmers to use them. Under what circumstances would a farmer adopt a 
new type of seed corn, plowing method, or tractor? Diffusion research has since 
broadened to other areas; the book draws from work in public health fi elds, product 
development and marketing, and education.

After presenting the area’s history, Rogers is direct about the ethical and social 
challenges faced by diffusion research: researchers may have a strong pro-innovation 
bias, and may be inclined to blame non-adoption on recalcitrant individuals. Here 
he echoes the HCI dictum: do not blame the user for your poor design!

Subsequent chapters in the book examine the factors that drive adoption: fi rst 
at the process of generating innovations, then of adopting an innovation. Next, 
the book examines the innovativeness of adopters, and follows this by a review 
of the networks between adopters. Later chapters examine the people who 
drive the innovations and the ways that innovations diffuse within organizations. 
The book concludes with a discussion of the second-order effects of diffusion, 
and wrestles with what happens when different groups have varying access to 
innovations.
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Social Networks and Diffusion

The part of the book that compelled me fi rst was the work on social networks. 
Rogers uses networks to model exposure and awareness in order to predict adoption 
in different circumstances. His former student Tom Valente has extended this work, 
detailing models for diffusion across networks (Valente 1995). Increasingly, social 
network analysis is growing as an analytical and design approach in computer-sup-
ported collaborative work (CSCW); this book is a way to understand the value of 
those analyses. There are, from the diffusion of innovations perspective, real differ-
ences between the well- and the poorly connected: not only will they be exposed to 
different information, but they may make different decisions about what to adopt. 
Connectedness is related to a proclivity to adopt, but not simply: a person with 
many laggard friends is less likely to adopt than a person who is close to just a few 
early adopters.

Communication and Diffusion

Early on, the book discusses different media for communication, but it tends to 
discuss communication as either mass-media broadcast or face-to-face. Indeed, one 
theory discussed suggests that mass media are effi cient for communicating informa-
tion about innovations, while personal contact is superior for convincing people to 
adopt. With the rise of the Internet, we have broader access to different media: 
blogs, mailing lists, and newsgroups can present information to a much smaller—or 
more carefully selected—group of people than a mass-media magazine can, provid-
ing some of the authority of the opinion leader while achieving some of the broad-
ness of the mass media.

Web page links, email messages, and peer-to-peer fi le sharing are all contempo-
rary networks that allow us to trace how ideas spread and are communicated online 
in ways that were once not possible. Today, such tools are commonplace: we can 
monitor spread with Technorati and similar Web services, but also by analyzing the 
hits on Web server logs.

Types of Adopters

Their degree of network connectivity is only one aspect of the people who will adopt 
the innovation. Perhaps the most famous section of the book is Rogers’s division 
of users into four categories. “Early adopters” are leaders; they take to new products 
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quickly and spread the word to others. They are followed by the “early majority,” 
who are eager to try but want to be secure in their decision; the “late majority” 
who follow only when the way is well trodden; and fi nally the “laggards,” who 
adopt only when absolutely sure that the innovation is right for them.

Just a year after I read the book, the dot-com boom peaked in San Francisco, and 
the word “early adopter” was everywhere in dot-com marketing language. Would 
the early adopters think you were cool? Would they tell their friends? Could you 
get a free version into their hands fast enough for them to play with?

Rogers’s book tells us what to look for in an early adopter: they are likely to 
be wealthier (and thus more able to afford both the innovation and any costs 
that may result from its not working), better-educated, and younger than those 
who do not adopt. Yet an innovation that is targeted too narrowly to these 
early adopters might not diffuse further: the system must be useful to the later 
adopters, too.

Characteristics of the Innovation

In the long term, the part of the book that has been most useful to me is its discus-
sion of the ways that characteristics of innovations help drive adoption. The problem 
of how people choose to use, or not use, innovations is one that the CSCW fi eld 
has wrestled with on a fairly constant basis. Grudin (1994), for example, found that 
users must have a reason to use a system; the benefi t of others is not suffi cient to 
drive adoption.

This notion, called “relative advantage,” is the fi rst criterion in the list of reasons 
of why someone might adopt. An innovation is also more likely to be adopted if it 
can be tried out, and possibly rejected; if it matches the adoptees’ needs and beliefs; 
if it seems reasonably simple; if its effects are observable; and if it can be “rein-
vented,” or customized by the user.

This framework is a useful one for designing technologies. It explains why a new 
operating system might be very hard to diffuse: even with a high perceived benefi t, 
it might not be easy to try out, and would have a very high perceived cost if it fails. 
Conversely, it helps explain why many users’ computers have many small applica-
tions installed: they are perceived as low-cost to install, and are fairly easy to “un-
adopt,” simply by not using them.

I have used this framework when considering how to deploy trial applications 
and design participatory experiments. It is always valuable to ask, “why would users 
install this? What might they be afraid of happening? How will they know it has 
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worked, and how will they show it to their friends?” To the extent that these ques-
tions can be answered, the better is the likelihood of a choice for adoption.

These points are not entirely new: a good designer takes many of these factors 
into account automatically, and each of these points has been brought up in the 
research. What is unusual in Rogers’s book is the clear placement of these ideas 
together and in context; it works very neatly as a predeployment checklist.

Putting Diffusion of Innovations on the HCI Bookshelf

My own experience with Rogers’s book helped me focus my graduate work: reading 
it convinced me that I should begin to learn more about social networks, which, in 
turn, led me to HCI in general and CSCW in particular. I remain convinced that 
Diffusion of Innovations belongs on the well-stocked HCI bookshelf.

First, the timeline for adoption that Rogers presents—from introduction of the 
innovation up through the decision to adopt out to confi rming the adoption—can 
help put HCI adoption and use studies in context. The question should be not “is 
three weeks long enough” but “what stage of adoption did users reach?” We should 
look for the signs of adoption to understand whether a diffusion has been success-
ful: are users reinventing the technology, telling their friends, and so on?

Second, understanding the attributes of innovations—as outlined above—is crit-
ical for designers in trying to understand who will use their innovation, and why. 
Again, these questions are basic, but they compose a useful checklist.

Last, Rogers’s persuasive discussion of social networks and communication media 
should help researchers understand the roles of online communication and the ways 
that ideas travel across the Internet, which is of critical importance if we are to 
function well in today’s online environment.
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From Smart to Ordinary

Barry Brown
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S. Zuboff, 1988: In the Age of the Smart Machine

A computer science degree has many redeeming features. When I was studying 
computer science at Edinburgh University in the early 1990s, much of my (produc-
tive) time was happily concerned with what went on inside computers. Computer 
science can give you a deep appreciation for how computers work and, what’s 
perhaps more important, how to make them do interesting new things. If, in Arthur 
C. Clarke’s words, any suffi ciently advanced technology is indistinguishable from 
magic, computer science dispels that magic by revealing the boring, diffi cult, but at 
times exciting work involved in getting troublesome machines to do desired tasks. 
Like most computer science courses, those I took at Edinburgh taught me very little 
about how computers are actually used outside in the world. Indeed, even though 
PCs were beginning to drop onto every desk and into every home, the consequences 
of all the stuff we were being taught was nearly completely absent from our courses. 
The focus was on the “science of computational processes,” and seldom on anything 
as mundane as the actual use of computers. One joke we had was that the degree 
name was going to be changed to “computer science science”—since the lecturers 
seemed to like the idea of its being a science so much.

While working on my degree I read Zuboff’s In the Age of the Smart Machine, 
and it had a strong impact on me. Published in 1988, Zuboff’s book was one of 
the fi rst book-length ethnographic investigations of how technology is used in 
workplaces. Even today it is one of the few book-length ethnographies of computer 
use that covers a range of both white- and blue-collar work. Zuboff studied how 
technology changed the nature of work in manufacturing plants, paper mills, and 
steel mills, while it also changed white-collar work in fi nancial institutions. The 
book is an excellent ethnography, and reading it, as someone who had no idea what 
ethnography was, opened my eyes to a form of research that took seriously the 
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everyday problems and issues of work. Our dealings in the modern world are 
such that we often encounter things going wrong or causing frustration—be it at 
our own workplace, or when dealing with other organizations. Zuboff’s method—
that of an in-depth ethnographic focus on technology—lets her seriously engage 
with those kind of problems, and if not solve them, at least understand their 
source.

Zuboff’s book takes seriously the detailed practices of how people and things 
work together, without attempting to simplify those details to overviews or gener-
ality. Zuboff’s central argument, one she builds by drawing on diverse evidence 
throughout the book, is that the nature of work itself has changed with the intro-
duction of new technology. Perhaps the most vivid example from the book is that 
of a paper pulp mill. The engineers at the mill originally used their “know-how” 
and “knack” during the paper-making process to produce paper. The engineers 
would chew the stewing paper pulp to test its consistency and to test if it was ready 
to move on to the next stage of production. But with the introduction of computers, 
algorithms now automatically calculated when to move the pulp through the process. 
While the production of paper was still nominally in the hands of the engineers, 
much of their work had been coded into the computer. Their knowledge and tacit 
skills had been automated. Zuboff describes how the process knowledge held by 
the staff was now encapsulated in computer programs that were actually outside 
the control of those very staff. For new staff at the mill this meant they were com-
pletely dependent on the computers to do the work—they had none of the old 
process knowledge—and had to rely on the old staff when things went wrong with 
the new technology.

Zuboff contrasts the automation of the paper mill with the introduction of an 
electronic bulletin board in a white-collar fi nancial organization. Here computers 
had not simply automated work, but changed its form by supporting more informa-
tion-rich discussions around work activity. Rather than simply following proce-
dures, online discussion forums supported connections and discussions of problems 
across the whole of the company. Zuboff describes what is familiar to anybody 
using the Internet today: how work was supported and enhanced through electronic 
communication that took place outside offi cial hierarchical channels. In Zuboff’s 
terms, technology “infomated” the work by supporting richer communication and 
sharing of information. This is Zuboff’s fi rst “grand theme” in her analysis—that 
the changing nature of work takes two forms, automation and infomating.

The story of the electronic bulletin board also supplies Zuboff with her second 
theme: how old-style hierarchical forms of command and control are incompatible 
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with the peer-to-peer communications and connections that information technology 
can support. The online forum she studied was eventually shut down because man-
agement was intolerant of criticism by the workers that appeared online. By trying 
to control the database they eventually killed the very thing that had kept it so 
relevant to workers—its support of their own nonhierarchical ways of organizing 
themselves. Indeed, this story is reminiscent of recent attempts to control corporate 
blogs. Zuboff goes on to argue that technology can support more networked forms 
of organization, a radical change from the hierarchical corporate forms of old—
arguments similar to those of Malone, Yates, and Benjamin (1987).

Looking back on Zuboff’s book, and comparing it with the many different eth-
nographies of technology since 1988, Zuboff is inspirational, if at times a little 
naive. Zuboff foregrounds how it is that the tools used in work come to infuse the 
quality and nature of that work itself (ironically itself something of a Marxist argu-
ment). While the main impact of Zuboff’s book was in information and manage-
ment science, where it has encouraged a steady growth of ethnographic and 
qualitative studies, within HCI the book infl uenced and encouraged the work of 
those such as the Lancaster school of ethnographers, as well as a growing interest 
in the contexts in which computers are used.

If the book has one failing it is its “cyberutopia” tone (indeed this proved to be 
the main critique of the book by others, e.g. Noble 1991). Essentially unsolvable 
disputes between management and those managed are often optimistically dissolved 
in the book. As Wilmot (1996) put it, the book suffers from a “conceptual frame-
work that assumes away the contradictory forces inherent within the structures of 
liberal capitalist economies.” As with much American writing on management, 
Zuboff never questions the roles or rationality of managers themselves. Yet Zuboff 
does at least document the confl icts and conversations with a clear eye.

These criticisms aside, what is still refreshing about The Age of the Smart Machine 
nearly twenty years later is Zuboff’s grand ambition to look broadly at the nature 
of work and to ally this with solid empirical research. Zuboff takes aim at no less 
a beast than what we do with all our working hours, our practices of work, putting 
it into a historical context. Zuboff’s ambition is to tell a grand story, yet in doing 
so she is careful to document her arguments with real examples and descriptions of 
work. Her narrative is one of how labor has been in a continual process of trans-
formation, particularly one of codifi cation and measurement. Borrowing from the 
work of others, namely Jo Ann Yates (1989) and Alfred Chandler (1977), Zuboff 
puts her ethnography into a historical narrative of change. Although this leads much 
of her argument to be speculative, and at times she overemphasizes change instead 
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of continuity, it remains inspiring. Zuboff’s ethnography boldly reaches beyond 
specifi cities.

One example of this reach is her exploration of how the monitoring of work is 
incorporated into computer systems, and how this interplays with work activity 
itself. Zuboff tells this story through the example of a telephone engineer starting 
his day—it is worth quoting Zuboff at length:

Not many years ago entering the building meant reporting in to the foreman and exchanging 
greetings with several other craftsworkers. The foreman distributed assignments, pertinent 
information was discussed, and the craftsworkers set to their tasks.  .  .  .  On this morning, the 
building is empty. The only sounds the craftworker hears as he enters the work area are the 
low hum of the electronic equipment and his own footsteps moving across the yellowed 
linoleum fl oor. He moves towards a computer terminal and enters his password, time and 
location. Within seconds, the screen is fi lled with his assignments for the eight-hour workday. 
The assigned tasks are listed in the order in which they are to be undertaken, and each task 
is accompanied by a “price”—the amount of time in which it is to be completed.  .  .  .  Some-
times a task will take longer to complete than its assigned time. Usually it is because a very 
complicated assignment has been underpriced. Managers in the central offi ce want to know 
how workers perform against the prices they were assigned. The system uses these rations 
to computer “effi ciency ratings” for each worker, rating that are later used to evaluate 
performance.  .  .  .  Today this worker is concerned. Three of his allocated tasks were complex 
and required more than the allocated time. Rather than fi nish the day with a poor effi ciency 
rating, he decides to change the original prices designated for each of those jobs. He feels 
fortunate to know the foreman’s password, which will allow him to enter the system and 
alter the prices; he wonders, briefl y, if anyone will notice. (1988, p. 318)

In this short extract Zuboff puts command and control in its place, covering not 
only the damaging change in sociability which automation can cause, but also the 
ways in which essential “work-arounds”—such as knowing the foreman’s pass-
word—are used. Zuboff’s analysis both outlines details yet boldly connects them to 
broader themes. In my own work, Zuboff imparted to me an aspiration to connect 
the particular with the generic. As ethnographers, we face a constant dilemma of 
how much we can connect, and how much we fi nd in the generic speaks to one 
particular setting (Brown and Laurier 2005). Zuboff’s work is a lesson in grounded 
generalization.

To HCI, a book like Zuboff’s presents a clear challenge. The history of HCI has 
been one of taking more and more seriously the complex situations in which tech-
nology is used. Zuboff’s work shows how to address, as a whole, the nature of 
work. While computer science and infomatics departments increasingly seem to be 
drifting apart, this book is a clear example of what could be lost to computer 
science. It is not just that computer science would lose an understanding of the 
changes it brings to the world. Rather the fi eld could become disconnected from 
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the worlds in which technology is used, seriously damaging its chances for innova-
tion and impact. After a career that had at times been hostile to HCI, in his last 
publication Roger Needham relented. As he put it: “Computing researchers need 
to climb down from their ivory towers to look at the real-world contexts in which 
their systems will be deployed” (Needham 2003, p. 1555). In the Age of the Smart 
Machine may not be core computer science, but it is still as relevant to that act of 
climbing down as when it was fi rst published.
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Knowing the Particulars
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J. Jacobs, 1961: The Death and Life of Great American Cities

I prefer examples to theories, case studies to experiments. Given a choice between 
a rich, particular example and an elegant, general theory, I will take the example 
every time. I prefer the concreteness, depth, and specifi city of examples—especially 
the ways in which they are entwined with their time, place, and history. I am not 
suggesting that examples are some sort of pure, unmediated form of experience—to 
be powerful, an example needs to be unpacked. A skillful analyst can lift the 
example up, draw out its ties to its contexts, reveal the processes that have shaped 
it, and thus connect it to larger issues in a way that is broadly meaningful.

Among the most incisive analysts of examples I know of is Jane Jacobs, author 
of The Death and Life of Great American Cities. Jacobs’s work has inspired me for 
years. Although the leap from planning cities to designing interactive systems might 
seem a long one, the gap is not as large as it fi rst appears. I fi nd her examples and 
analyses a wellspring of inspiration for thinking about the design of interactive 
systems, and particularly the challenges of moving from systems that are simply 
“easy to use” to those that are engaging, convivial, and sustainable.

The Death and Life of Great American Cities appeared in 1961. It was a critique, 
sometimes verging into polemic, of the approach to urban planning that was 
dominant in the United States in the mid-twentieth century. This approach, some-
times called “urban renewal,” involved the wholesale demolition of residential 
“slums” and “blighted” business districts and their replacement with neat, “modern” 
homes and buildings. The residents—at least those not dispersed by the disruption 
of “renewal”—were supposed to be edifi ed and uplifted by their orderly new envi-
ronment. Jacobs argued fi ercely against this approach, writing: “There is a quality 
even meaner than outright ugliness or disorder, and this meaner quality is the dis-
honest mask of pretended order, achieved by ignoring or suppressing the real order 
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that is struggling to exist and to be served”(p. 15). Jacobs’s aim in Death and Life 
was to reveal the real order beneath the veneer of chaos, to show that it was criti-
cal to the effective functioning of cities, and to understand how design might support 
and strengthen it, rather than suppress it.

For Jacobs, one of the defi ning aspects of cities is that they are composed of people 
who are almost all strangers to one another. When you think of it this way—that 
a city is a concentrated mass of people who share neither ties of kinship nor strong 
social bonds—it seems like a recipe for anarchy. But in fact, cities are by and large 
orderly places, and that order is supported by a complex array of social processes, 
which in turn are entwined with how cities are designed. In the 450 pages of 
Death and Life, Jacobs discusses sidewalks and streets, neighborhoods and parks; 
she is concerned with residents and shopkeepers, children and the elderly; her 
analyses range from the ways in which strangers interact in public, to the physical 
factors that produce a lively and sustainable level of commercial activity; and her 
recommendations range from the size of city blocks (make them short!) to the design 
of zoning laws (support mixed uses!). Death and Life is too grand in its scope 
to cover in its entirety, so I shall confi ne my comments to her discussions of 
sidewalks.

Sidewalks and streets are, for Jacobs, the basic unit of the city. Everyone must 
use them: they are where strangers encounter one another and where much of the 
public life of the city plays out. When visitors speak of a city, commenting on its 
safety, appearance, and liveliness, they are typically referring to the character of its 
streets and sidewalks. Jacobs devotes the fi rst three substantive chapters of Death 
and Life to an analysis of sidewalk life. She begins with the question of safety, of 
how order is maintained amid the constant parade of strangers. She notes that order 
is not primarily maintained by the police, but rather that “it is kept primarily by 
an intricate, almost unconscious, network of voluntary controls and standards 
among the people themselves, and enforced by the people themselves” (p. 32). And, 
she adds, “Safety on the streets by mutual surveillance and policing of one another 
sounds grim, but in real life it is not grim.” Instead, the production of this order 
“works best, most casually, and with least frequent taint of suspicion or hostility 
precisely where people are using and most enjoying the streets” (p. 36).

Although this order is produced by people, it is not immune to the effects of 
environment. One of Jacobs’s primary aims is to describe the ways in which the 
design of an urban space can facilitate or hinder the production of this order. She 
argues that to enable the maintenance of order, a city street must have three main 
qualities: a clear demarcation of public and private spaces, the presence of many 
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“eyes upon the street,” and a continuous stream of users. What Jacobs returns to 
again and again are the relationships among strangers, and the environmental con-
ditions that foster such relationships. She describes the ways in which strangers 
become familiar with one another, developing nodding acquaintances as they wait 
at the bus stop together, or patronize the same drugstore, and notes that “It is pos-
sible to be on excellent sidewalk terms with people who are very different from 
oneself  .  .  .” (p. 62).

In Jacobs’s view there is not an implied trajectory from nodding acquaintance to 
friendship. The beauty of such public relationships, and in fact a necessary condition 
for their easy formation, is that they are free of the obligations and “entanglements” 
of more intimate relationships. Nevertheless, such “weak” relationships are power-
ful. Even if no familiar strangers are actually present, those who are on good “side-
walk terms” with others have, at a deep level, an expectation of support that will 
lead them to assist a stranger or to stand ready to help in an altercation. As Jacobs 
says (p. 56):

The trust of a city street is formed over time from many, many little public sidewalk contacts. 
It grows out of people stopping by at the bar for a beer, getting advice from the grocer and 
giving advice to the newsstand man, comparing opinions with other customers at the bakery 
and nodding hello to the two boys drinking pop on the stoop.  .  .  .  Most of it is ostensibly 
utterly trivial but the sum is not trivial at all. The sum of such casual, public contact at a 
local level—most of it fortuitous, most of it associated with errands, all of it metered by the 
person concerned and not thrust upon him by anyone—is a feeling for the public identity of 
people, a web of public respect and trust, and resource in time of personal or neighborhood 
need.

Why should those of us involved in designing technologies be interested in 
Jacobs’s analyses? One reason is that interactive systems are spreading from our 
homes and offi ces and into the commercial and public spheres that make up our 
urban environment. Those involved in designing ambient intelligence and ubiqui-
tous computing would do well to consider the environments that our new tech-
nologies are colonizing, and to refl ect on the ways in which interactive systems might 
serve to support (or diminish) the web of public respect and trust. Eric Paulos and 
his colleagues at Intel (see, e.g., Paulos and Goodman 2004; Paulos and Jenkins 
2005) provide one example of researchers who have used a sophisticated under-
standing of urban behavior to inform their work.

For myself, I fi nd that Jacobs’s view of the nature of urban interaction provides 
a provocative model for thinking about online interaction. Although it has been 
popular to use “community” as a framework for thinking about many-to-many 
interactions on the Internet, I’ve become disenchanted with this as a general approach 
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(Erickson 1997). Online sites that function as genuine communities are rare. Instead, 
graphs of the frequency of interaction at most online sites follow a power law: most 
of the interaction is generated by a very small percentage of the visitors; the large 
majority are just passing through, perhaps pausing to look or read; and of those 
who “participate,” the majority do so only once. These sorts of interactions seem 
much more similar to those that occur on a city’s sidewalks.

If we think of most online systems as being conduits for fl ows of strangers—and 
strangers who would mostly prefer to retain their autonomy and avoid “entangle-
ments”—then Jacobs’s observations have much to offer systems designers. First and 
foremost, users of online systems must be able to see one another. Not that real 
names or personal details must be revealed, but simply that users must be able to 
notice one another’s presence, have a sense of the foci of activity and attention, 
and, perhaps, over time, start to recognize others. This has been the primary thrust 
of my work over the last decade, with the development of the Babble system 
and its successors (Erickson et al. 1999), and the development of the notion 
of social translucence, which has to do with the issue of how to fi nd the right 
balance between individual privacy and the visibility that is essential to supporting 
the social processes that produce order (Erickson and Kellogg 2003). But Jacobs, 
in her consideration of behavior in urban environments, goes much farther 
than this. The questions she asks—What features of an environment support inter-
action among strangers? What attracts people to a place, and what makes them 
stay or go? What does it require for a commercial area to become self-sustain-
ing?—and her answers to them provide rich grist for those charged with designing 
online systems.

Jacobs’s book is part of a larger body of work on urban design to which I keep 
returning. Beginning in the late 1950s and early ’60s, there was a remarkable con-
vergence of interest in the ways in which urban environments function. Kevin Lynch, 
best known for The Image of the City (1960), was investigating and writing about 
urban design during that period. So was the anthropologist William Whyte (men-
tioned in Jacobs’s acknowledgments), although it would be two decades before he 
produced his best-known (to those in HCI) work, The Social Life of Small Urban 
Spaces (1980) and City (1988). And social psychologist Stanley Milgram embarked 
on a series of experiments and fi eld studies of urban behavior (Milgram, Sabini, and 
Silver 1992), popularizing the term “familiar stranger” (and verifying it as a quan-
tifi able phenomenon) a decade after Jacobs’s description of strangers who were on 
“sidewalk terms” with one another.
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Jane Jacobs died this year, at the age of 89, the last of this group. I’ve learned a 
lot from her. Perhaps the most important lesson is one of method. Jacobs was 
unsurpassed at observing, at fi nding the telling example that both provided a deeper 
understanding of the situation and served as a way of making the point to her audi-
ence. She was suspicious of theory, and though she did, of course, generalize, she 
wrote: “but let no one be misled into believing that these generalizations can be 
used routinely to declare what the particular, in this or that place, ought to mean. 
City processes in real life are too complex to be routine, too particularized for 
application as abstractions. They are always made up of interactions among unique 
combinations of particulars, and there is no substitute for knowing the particulars” 
(1961, p. 441). There is no substitute for knowing the particulars. This is good 
advice for anyone involved in design of any kind.
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Back to Samba School: Revisiting Seymour 
Papert’s Ideas on Community, Culture, Computers, 
and Learning

Amy Bruckman
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S. Papert, 1980: Mindstorms

In 1980 in his book Mindstorms, Seymour Papert presents a vision of what he calls 
a “technological samba school.” At samba schools in Brazil, a community of people 
gather together to prepare a performance for Carnival. Original music and lyrics 
are written, lead performers are chosen, and costumes are designed and sewn. Papert 
writes (p. 178):

Members of the school range in age from children to grandparents and in ability from novice 
to professional. But they dance together and as they dance everyone is learning and teaching 
as well as dancing. Even the stars are there to learn their diffi cult parts.

Papert suggests that the samba school might serve as a model for a new kind of 
learning environment where people learn through creative projects with technology. 
In a “technological samba school,” learning is self-motivated, intergenerational, and 
playful. The broader cultural and community contexts are essential components of 
the learning environment.

What I fi nd most inspiring about Papert’s vision is his basic faith in people—in 
their intelligence and creativity. It’s a hopeful vision. Learning should not be a chore 
but a joy, and is within everyone’s reach.

Papert of course was thinking of a technological samba school as a physical place. 
But encountering his ideas for the fi rst time around 1990—just at the start of the 
explosion of the Internet as a popular medium—I imagined it as an online “place.” 
In my research on learning in online communities, I’ve found that other people 
provide a ready source of technical support, emotional support (“Oh, I was con-
fused by that at fi rst too!”), accessible role models, and an appreciative audience 
for completed work (Bruckman 1998).

After years of thinking about this idea, I suppose Papert’s original text had almost 
fallen away—I was left with my own reinterpretations and that oft-quoted line 
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about everyone learning, even the stars. So it was an eyebrow-raising experience 
when I reread the original for the fi rst time in many years. Rather like rereading 
the work of John Dewey (see, e.g., Dewey 1938), each time I return to Papert’s text 
I discover new depth and insight. For example, Papert writes:

Let me say once more, the obstacle is not economic and it is not that computers are not going 
to be objects in people’s everyday lives. They eventually will. They are already entering most 
workplaces and will eventually go into most homes just as TV sets now do, and in many 
cases initially for the same reasons. The obstacle to the growth of popular computer cultures 
is cultural, for example, the mismatch between the computer culture embedded in the 
machines of today and the cultures of the homes they will go into. And if the problem is 
cultural the remedy must be cultural. (1980, p. 183)

With the HCI research community’s focus on “usability,” to what extent have 
we really addressed the question of the culture of the computational artifacts we 
create? Papert here is specifi cally addressing the factors that cause people to choose 
to embrace computer-assisted learning activities, but the underlying point speaks to 
the design of computational artifacts more generally. Papert continues (p. 183):

The gulf must be bridged between the technical-scientifi c and humanistic cultures. And I think 
that the key to constructing this bridge will be learning how to recast powerful ideas in 
computational form, ideas that are as important to the poet as to the engineer.

His analysis here seems prophetic. Many of the computing phenomena that are 
currently rising in popularity share this bridging quality—humanities disciplines 
inspire them as much as engineering. When Papert was writing in 1980, a skeptic 
might have asked, for example, “what does popular music really have to do with 
computing?” In 2006 we can say, without hesitation: everything. Computers are 
now central not only to how we make music, but also to how we listen to it and 
buy it. From animation to theater to architecture, computers are infl uencing the 
arts, and the arts are infl uencing the evolution of computing technology. We have 
clearly discovered how to leverage these ties for business purposes—convergence is 
a reality, and media computing is big business. Can we now also leverage them for 
educational aims?

Taking the Metaphor Literally

Rereading Papert’s thoughts on samba schools, José Zagal and I posed a question: 
What would it mean to take Papert’s metaphor more literally? What are samba 
schools really like? Would a more detailed analysis of real samba schools give us 
any new insights into the design of successful learning environments? Regrettably 
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lacking the time to go join a samba school in Rio, José instead reviewed the pub-
lished literature about samba schools. We noted a number of potentially education-
ally signifi cant features of real samba schools: cultural signifi cance, existence of a 
public event, fl exibility to outsiders, and pluralism of membership. (Zagal and 
Bruckman 2005). I will summarize those fi ndings briefl y, discussing each in turn.

Cultural Signifi cance
Central to understanding samba schools is, of course, understanding samba itself. 
Samba to Brazilians is rather like baseball to Americans—a popular pursuit that 
forms part of the national identity. You can imagine that a learning environment 
designed around love of baseball might start off at a strategic advantage. How can 
we understand this type of cultural power and try to leverage it in the creation of 
new learning environments?

Existence of a Public Event
Even if a cultural phenomenon is already as popular as samba, it still must con-
tinually remind people of its existence. What better publicity for samba schools 
could there be than Carnival itself? The annual event is high profi le, drawing 
everyone’s attention to the community’s work. The annual nature of the event helps 
create rhythms of life for the community. Could a technological samba school have 
an annual Carnival equivalent?

Flexibility to Outsiders
Once people are aware of a cultural phenomenon (like samba or baseball), to 
become involved they need an easy opportunity to join in. It is possible to participate 
in a samba school’s performance simply by buying a costume. Newcomers in 
costume may dance with the school at Carnival. This legitimate peripheral partici-
pation (Lave and Wenger 1991) provides an easy route for newcomers to become 
involved with the activity of the school and possibly increase their participation the 
following year. How do we welcome newcomers to our learning environments? 
How can we create easy routes to gradually increase participation?

Pluralism of Membership (Socioeconomic, Age, Expertise, and Race)
If we are successful in supporting an easy path for people to join a cultural activity, 
one must still ask, which people are willing and able to participate? Is this just 
appealing to one socioeconomic or ethnic group, or is the appeal broader? Diversity 
among learners can be a tremendous asset. For the learner, it’s benefi cial to learn 
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from someone more experienced. For the teacher, teaching someone less experienced 
can be a great opportunity to refi ne one’s own knowledge. Yet in most Western 
learning environments, students are segregated by age. Schools that draw from 
particular geographic regions also often become de facto segregated by race and 
socioeconomic status. Samba schools draw members of all ages—families often 
participate together. Surprisingly, many samba schools also draw members from 
diverse economic and racial backgrounds. What might it mean to a technological 
samba school if we could leverage diversity of membership as an asset for all 
learners?

Learning from Samba
Some readers fi nd Papert’s utopian enthusiasm naive. Making these ideas work in 
real-world settings is challenging, and he often doesn’t seem to take the barriers 
seriously. Many fi nd his writings about school disrespectful in tone. He sometimes 
seems angry at schools, teachers, and school administrators—as if they are the 
oppressors of youth. Although these critics raise some valid points, I believe the real 
value in Papert’s work is not in the answers he provides but in the questions he 
asks. Could education be fundamentally different? What are our implicit assump-
tions about schooling and learning? Papert shines a light on those assumptions, and 
asks us to question them and imagine alternatives. He reminds us that learning is 
not just about cognition, but also about feeling.

In the section of Mindstorms about technological samba schools, he asks us to 
consider the culture of learning. What is the relationship of that culture to popular 
culture? Could that be more symbiotic instead of oppositional? Who are the par-
ticipants in our learning environments, and might we all benefi t from greater diver-
sity? Why can’t learning be more like play? And where in our learning environments 
is the joy, the celebration? These continue to be as provocative questions in 2007 
as they were in 1980.
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D. L. Parnas, 1972: “On the Criteria to Be Used in Decomposing Systems into 
Modules”

David Parnas, though famous for his many contributions to software engineering, 
has not been accorded the same status within human–computer interaction research. 
Yet, it is to him that I owe much of what would become my fi rst and longest sus-
tained research interest: the empirical study of the “work to make software work.”1 
From his prolifi c body of work, one paper stands out to me as having direct impli-
cations for human–computer interaction but as not having received suffi cient 
attention for its contributions: Parnas’s paper on modular programming, “On the 
Criteria to Be Used in Decomposing Systems into Modules.”

In the early 1970s modular programming was already being proposed as an effec-
tive approach to designing software systems. Modules were, and remain, units of 
software that stand distinct, each providing a unique piece of functionality. The 
argument for modularity was simply that it would lead to less confusion in the code 
base. It would improve the understandability and evolvability of systems. Yet, prior 
to Parnas’s paper little was known about how to divide the system design into these 
modules, specifi cally, what criteria to use.

Parnas fi lled that gap in this paper, and it is for those criteria that this paper is 
most widely known. Today, we know these criteria as leading to modules that 
exhibit two critical features. They should have tight cohesion: all the elements within 
the module should relate to each other. Simultaneously, modules should have low 
coupling—they should be as isolated from each other as possible—in order to avoid 
needless intermodule dependencies.

Yet, the criteria are not what drew me to this paper. Along the way to outlining 
the criteria Parnas makes the following statements:
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The benefi ts expected of modular programming are: (1) managerial—development time 
should be shortened because separate groups would work on each module with little need 
for communication.  .  .  .  In this context “module” is considered to be a responsibility assign-
ment rather than a sub-program. (Parnas 1972 p. 1,054)

These statements jumped out at me, for they seemed to be about the relationship 
between software and people.

Even as an undergraduate at Leeds University I was much more interested in 
studying people who were developing software rather than building it myself. All 
the problems that most interested me did not begin with my use of C and assembler, 
but occurred whenever my project team talked about the code. Even then, I recall 
fi nding those discussions more intriguing than coding itself. And, of course, one 
point of this team-based project work was to teach us how programming is inher-
ently collaborative.

And so I went to the University of California, Irvine, to pursue a Ph.D. in 
what was at the time the Computers, ORganizations, Policy and Society (CORPS) 
group.2 Advised by Jonathan Grudin, John King, and Rob Kling, I began to under-
stand that software was an inherently social endeavor; specifi cally, the management 
of the process required considerable coordination. And that’s where Parnas 
comes in.

The contribution that Parnas’s work made to my own was to spell out what I 
had not seen before. In a nutshell, it was Parnas who helped me to see that the 
division of code was also simultaneously a division of labor. Getting this division 
of labor “right” was a matter of assigning independent modules to distinct groups. 
It was this assignment of work that would reduce the need for communication.

At the time, I had been collecting data at small start-up in southern California, 
during the emerging phenomena that would come to be known as the dot-com era. 
Parnas’s paper made me think about my data in a new way; in particular, despite 
following observable best practices for modular decomposition, the start-up’s code 
modules still had dependencies. The fact that dependencies still existed troubled me, 
but I began to see that their presence was often at the root of the work that needed 
to be coordinated, the work of who needed to collaborate with whom.

Armed with this new perspective, my data began to raise the following question 
for me (over and over again): what types of coordination problems do the relation-
ships between modules, and consequently between people, produce? Now I saw 
dependencies everywhere, and I realized that what seemed to change was the nature 
of how it could be coordinated, in other words the relationships between the 
individuals.



The Work to Make Software Work  99

For example, between individuals working in the same group, dependencies were 
often handled through the type of knowledge people typically have about what their 
immediate coworkers are working on, for example, by being able to see into the 
same code base and identify who was working on what parts of the code.

However, other dependencies require management across working groups, across 
organizational divisions of the corporation, or between companies, and in these 
situations the work to make the software work escalates dramatically. Such coor-
dination requires multiple individuals working together to resolve the problem, 
which typically includes a protracted process of identifying the “right person”: 
someone who knows who is working on the code that yours depends on, or an 
individual who knows the best way to fi nd out the answer to that question. All of 
this work to fi nd the other end of the dependency is the work of coordinating these 
technical relationships that exist within a living code base.

But Parnas’s insight also raised a new question for me: why did modular decom-
position not remove all these dependencies, despite its goal of achieving indepen-
dence among modules? My new perspective came with a new challenge, one of 
explaining the presence of these dependencies in the fi rst place. Again, I turned to 
the data I had collected. And again, the answers I found reinforced how inherently 
social the development of software actually is, and how that in turn can have pro-
found implications for the code base.

I found at least three reasons why dependencies exist in the code. First, some 
relationships get defi ned during the process of decomposition itself. Despite signifi -
cant efforts to eradicate them, even the best designs seem to present unavoidable 
dependencies. Sometimes these dependencies result from competing needs. For 
example, I watched as developers and their managers chose system performance 
optimization over a clean separation of two modules.

Second, legacy code complicates the decomposition process enormously. No one 
I interviewed or observed was working on “fresh” software. While some developers 
worked on code under fi ve years old, others were working with software that had 
been developed around the same time that I was in high school (the 1980s). New 
additions to the code base were being designed to fi t into an already existing set of 
design decisions. Economics, most particularly development schedules, did not 
permit restructuring the entire code base in order to remove dependencies. Within 
these code and temporal constraints, dependencies thus emerged.

Third and fi nally, another truism of software development that has been long 
known is that, invariably, the fi rst attempt at design and development will not 
ultimately turn out to be completely correct. In other words, requirements change. 
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I saw this everywhere I went. I saw a variety of situations that led to software 
changes midstream—requirements that had been misinterpreted when transferred 
from the customer into the development organization, changes made midway to 
accommodate innovations in the marketplace (such as the arrival of new operating 
systems or new processors), and sometimes revisions made in response to direct 
feedback from a user. All of these led to changes in the software.

At the end of this intensive data analysis (and often reanalysis), I concluded that 
the phenomenon of recomposition creates a signifi cant amount of coordination 
work. I identifi ed recomposition as all the work it takes to assemble a working 
software system from its constituent parts (Grinter 1998). I chose the word “recom-
position” to refl ect the direct association that this work has with decomposition. 
For it is in the process of software decomposition, the process of dividing software 
up, that the relations of recomposition are defi ned. Decomposition dictates who will 
need to coordinate what with whom, based on the dependencies that their collective 
efforts share. Yet, unlike decomposition, which has received a huge amount of 
scholarly and professional attention, questions of recomposition have gone largely 
unnoticed. Integration, it typically seems to be assumed, will simply happen. My 
fi eld notes suggested that nothing in software development was simple, and leading 
the way in complexity was integration.

My Ph.D. in hand, I left Irvine for Illinois to join the Software Production 
Research Department at Bell Laboratories. Shortly after I arrived, James D. 
Herbsleb joined the same department and soon we discovered that we shared a 
common interest in understanding the types of coordination work required to 
produce functionally working software systems. What had been true of my experi-
ences of studying software development until this time was that there was some 
signifi cant degree of colocation among the people working in the same corporation. 
In the start-up everyone worked on the same fl oor; in the larger sites I studied, their 
efforts were spread across a few buildings on their main campus.

However, a new trend in software development was emerging: “round the clock” 
development. The idea was that if you spread a development effort across three 
time zones with largely separate working hours, then you get twenty-four hours of 
productivity in each calendar day. That was the theory.

But was globally distributed development living up to its promise? Jim Herbsleb 
initiated and led a project to fi nd an empirical answer to that question and, along 
the way, to try to solve any problems that this organization of software development 
work was creating. For me, Jim’s project provided a new opportunity to again look 
at recomposition work. Perhaps unsurprisingly, what I saw was that recomposition 



The Work to Make Software Work  101

work, in the easiest cases, gets much more diffi cult when the code base is split across 
time and cultures. Sometimes even the simplest coordination took an agonizingly 
long time, as people negotiated language, religious (often manifested as needing to 
know who was on holiday and when), and work rhythm boundaries (Herbsleb and 
Grinter 1999).

According to Conway’s Law, the structure of the code mirrors the communica-
tions structure of the organization that developed it (Conway 1968). This law is 
widely accepted within software research and practice. At the time Conway made 
this argument (in the 1960s), the majority of code was still being built from scratch 
each time. What recomposition seems to suggest is that not only is this law true, 
but eventually, as the code base matures, so the reverse of Conway’s Law reveals 
itself as true. In other words, recomposition explains why the communications 
structure of the organization has to mirror the structure of the code base. As recom-
position shows, without that parity, the code simply cannot function well.

In 2000 I left Bell Laboratories, and after eight years of study, I also exited the 
world of software development. It was time for a fresh challenge, and I’d begun to 
notice an interesting trend among teenagers in the United Kingdom. They seemed 
to have stopped using their mobile phones for voice calls and were now somehow, 
incredibly, typing on the keypad. I wondered why, but that’s another story.

Notes

1. To paraphrase John Bowers yet again.

2. Now known as the ICT group.
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Groups in the Wild

A vast amount of work and communication occurs within small, tightly knit groups. 
This, in turn, raises the question, how do they get things done? An important strand 
of this work has involved the close observation of groups “in the wild”—that is, 
real groups doing ordinary things in everyday settings. In this section, we fi nd a 
variety of perspectives on how groups work—both in the sense of what makes them 
function and how they accomplish their work, play, and communication. The essays 
here examine frameworks for understanding groups and group processes, and the 
systems that support them.

The section begins with Jonathan Grudin, who, overcoming his distaste for the 
use of acronyms in titles, refl ects on McGrath’s theory of groups. Grudin consid-
ers group behaviors through the lenses of typology and theory, and challenges 
the importance we currently place on theory. The next two essays, by Saul Green-
berg and Keith Edwards, consider how applications and infrastructure can be 
designed and developed through a better understanding of group activity. 
Greenberg refl ects on the implications of Tang’s studies of design teams, and 
Edwards in turn refl ects on Greenberg and Marwood’s work on concurrency 
control. Prevalent issues in the workaday world that have driven much of the 
research in computer-supported cooperative work motivate the next three 
essays. Geraldine Fitzpatrick—so struck by her fi rst encounter with the phrase 
“computer-supported cooperative work” that she rewrote her Ph.D. program 
application at the last minute—discusses how Schmidt and Bannon’s paper on 
articulation work helped her make sense of her newly selected fi eld. In “Let’s 
Shack Up,” David McDonald discusses Berlin et al.’s paper on the design and use 
of a group memory, and offers refl ections on what happens when a “deleter” 
marries a “saver.” Leysia Palen discusses Francik et al.’s paper, “Putting Innova-
tion to Work,” reminding us of the remarkable but ultimately unsuccessful Free-
style system from Wang Laboratories, and refl ects on the issue of the adoption 



of groupware systems. This section closes with an essay by Brian Smith on Hollan 
and Stornetta’s “Beyond Being There” that provides a more personal account of 
the use of technology to support remote collaboration. In particular, Smith chal-
lenges us to think about the ways technologies can serve as a bridge across per-
sonal and emotional distances.

104  Part IV
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McGrath and the Behaviors of Groups (BOGs)

Jonathan Grudin
Microsoft Research, Redmond, Washington, U.S.A.

J. E. McGrath, 1991: “Time, Interaction, and Performance (TIP): A Theory of 
Groups”

I don’t recall when I fi rst read Joseph McGrath’s essay “Time, Interaction, and 
Performance (TIP): A Theory of Groups.” I wasn’t impressed. Introducing an 
acronym in the title? McGrath presented a typology of functions and modes of 
group behavior, accompanied by a fairly intricate theory. Jung, who introduced 
typologies into psychology, noted that a typology is neither right nor wrong; rather, 
it is either useful or not. I didn’t see how to use McGrath’s typology.

Now I do.

A Summary of McGrath’s Article

Writing in 1991, McGrath noted that prior to the 1980s, research into group 
behavior relied on controlled studies of small groups formed for the experiments. 
Such groups were typically ephemeral, with fi xed membership, no past or future, 
and little freeloading. A group was given a single task and all necessary resources. 
Although the approach conformed to a reductionist model of experimental hypoth-
esis-testing, McGrath argued that the results had little bearing on the rest of the 
world.

Such experimental studies of artifi cial groups absorb tremendous energy to this 
day. They can identify phenomena to look for in naturally occurring settings, but 
McGrath’s discussion is a healthy reminder that they prove little. However, his 
purpose was not to beat up on this tradition, and the value of his essay lies else-
where. McGrath shifted focus to in vivo observations and studies to develop a 
typology and theory of behavior in what is often called “the real world.”
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McGrath (1991) built on Hackman (1985) to create the typology laid out in table 
17.1. Project teams or groups engage in four critical modes of operation: inception, 
problem-solving, confl ict resolution, and execution. Inception encompasses the 
activities that surround taking on a project. Groups reexperience this mode when-
ever they take on a new project. Execution comprises the activities directly related 
to project goals. Problem-solving and confl ict-resolution cover tangential activities 
that may arise along the way. (When problem-solving or confl ict-resolution is the 
task, incidental problems or confl icts trigger these modes. For example, in Spike 
Lee’s bank heist turned hostage negotiation fi lm Inside Man, the law enforcement 
agents played by Denzel Washington and Willem Dafoe are in confl ict-resolution 
mode when quarreling over tactics and in execution mode when quarreling with 
the hostage-takers.)

Each mode comprises activities in support of three functions: production, group 
health or well-being, and member support. Production activities focus directly on 
getting on with the project. Group well-being is the goal of a morale-building event 
to strengthen empathy and trust among team members, for example. Promotions 
help ensure that members get what they need as individuals. To see the difference 
between group health and member support, consider a team that works together 
well but breaks up because one member can’t afford to continue participating, and 
another team, such as a successful but dysfunctional rock group, pulled apart by 
animosities despite everyone’s being personally rewarded. Non-production func-
tions are not directly tied to a group’s task, but in the long run they contribute to 
accomplishing it.

Table 17.1
Group modes and functions

  Group
 Production Well-Being Member Support

Inception Production demand Interaction demand Inclusion demand and
 and opportunity and opportunity opportunity

Problem- Technical problem- Role network Position and status
Solving solving defi nition attainments

Confl ict  Power and payoff Contribution and
Resolution Policy resolution distribution payoff distribution

Execution Performance Interaction Participation

From McGrath 1991.
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Over half of McGrath’s essay and ten of its twelve propositions elaborate TIP, a 
“theory of groups” focused primarily on temporal aspects of project activity: how 
we schedule and synchronize work, match activities to available time, manage task-
duration ambiguity and confl icting priorities, handle commitments and deadlines, 
address assignment inequities, and so on. For example, a team that takes on a highly 
familiar type of project can move from inception to execution with negligible 
problem-solving or confl ict resolution. McGrath regarded TIP as his principal con-
tribution, but I fi nd the typology more broadly useful.

The Typology

“At any one time, a group will be engaged in activities  .  .  .  having to do with all three 
contribution functions.” This statement is the key, although on fi rst encounter it 
seemed an exaggeration. I came to understand it to mean that although a group may 
avoid a mode of interaction, it cannot avoid attending to all three functions. This is 
important to emphasize because activities that address group well-being and member 
support are easy to overlook. In fact, it’s diffi cult not to overlook many of them.

Our ancestors lived in groups for millions of years. Like perceptual and cognitive 
behaviors that are shaped by genes interacting with environment, our innate social 
behaviors don’t require conscious attention. We constantly, intuitively address 
status, motivation, and other aspects of group health and member support. Some 
people are more skilled at it than others, but even skill is largely unconscious. Not 
only are these activities taken for granted, discussion of them may be avoided, such 
as status concerns in cultures that emphasize egalitarianism.

As a result, we don’t see or understand effects of technological and behavioral 
innovation on these activities, leading to many an unsuccessful outcome and mis-
understandings of why failure occurred. To address this, it’s advisable to assume 
that group well-being and member support activities are always present—even when 
group members are sleeping!—and look for them.

Consequences of Ignoring the Typology
A rational approach to supporting project activity is to ask “what are these people 
trying to do and how can we help them?” Unfortunately, this leads to an exclusive 
focus on the execution mode of the production function: performance. How can 
we increase the rate of production, reduce errors, and increase quality? Attention 
fi xates on the lower left cell in table 17.1.
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This is often refl ected in an obsessive concern with metrics and proof of ROI, 
return on investment (Grudin 2004). Of course, when we are marketing or introduc-
ing an innovation, we would like to know that its effects on performance will be 
positive, but it’s often impossible to tease out short-term effects of a change, much 
less subtle long-term effects. Too often, the result is a grim combination of grasping 
for straws, wherein fl imsy data are taken out of context and exaggerated, and 
looking under lampposts because the light there is better, measuring anything that 
can be measured easily whether or not it is of great signifi cance.

Examples
Many experiments were undertaken in vain efforts to show measurable benefi t from 
adding video to audio in distributed problem-solving groups. These experiments 
focused on performance measures, the lower left cell. Then Williams (1997) found 
evidence that video is consulted more when groups are in confl ict situations or are 
not native speakers of the same language, activities in two of the other production 
cells. Also, studies reported that participants liked video, which could contribute to 
group well-being and/or member support, with positive long-term consequences for 
real groups (Poltrock and Grudin 2005).

Electronic meeting rooms (also called group decision support systems or group 
support systems) show remarkable performance benefi ts in controlled studies, yet 
after decades of research and fi fteen years of commercial availability, adoption is 
minimal. Why? Consider this example from Nunamaker et al. (1997, p. 174):

The founder of a very successful medical technology fi rm called together key personnel from 
multiple levels in the organization for a GSS session. Thirty minutes into the meeting he 
turned red in the face and stood up. Pounding a fi st on his PC for emphasis, he shouted, “I 
want to know who put in the comment on the problem with the interface for the new system. 
We’re not leaving this room until I know who made that statement!” He glared around the 
room waiting for a response. Everyone greeted his outburst with silence. (The founder then 
terminated the meeting.)

This executive had been convinced that the technology would improve perfor-
mance, but the potential loss of status from being openly challenged was more 
important to him. In general, effective use of these systems often requires a behav-
ioral facilitator and a technician, who become a focus of attention at the expense 
of the organizer. Enhanced performance comes at the expense of activities in other 
cells. (See Dennis and Reinicke 2004.)

I’ve seen managers try new technologies that they believed would increase pro-
ductivity or enhance their status as innovators, but a manager who appeared help-
less in the face of a breakdown would not try a second time.
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Another example is workplace use of instant messaging. Measurable time savings 
from use may be far too few to build a case for the technology, but the pleasure of 
quick yet minimally intrusive interaction can serve non-production functions that 
ultimately serve the group and organization.

The Theory
TIP details could be useful as social psychology or in designing workfl ow or other 
complex group support systems, but fi rst-time readers might prefer to skim the 
theory lightly and spend more time thinking about the typology. The theory won’t 
appeal if the typology doesn’t.

Those more familiar with natural sciences might be advised, in approaching TIP, 
that in the social sciences “theory” can be interpreted broadly. Natural sciences 
followed a path from description to identifi cation of patterns, and then, often cen-
turies later, useful theory. Social science is in more of a hurry. Erickson (2000) is 
an elegant, humorous critique of the use of theory.

Centuries of observations of animals preceded Linnaeus’s taxonomy and concep-
tual hierarchy. Much later came Darwinian theory. Similarly, centuries of identify-
ing elements preceded Mendeleyev’s periodic chart. Later came Bohr’s model and 
theory of atomic structure. Centuries of celestial observations and identifi cation of 
patterns, culminating in Brahe’s meticulous records, made possible Kepler’s theory 
of planetary motion. Premature theorizing, in the form of religion, alchemy, and 
astrology, was as likely to impede understanding as it was to advance it. For 
example, Linnaeus’s theory was that he was elucidating the mind of a Creator. Only 
when a science is mature is hypothesis-testing the best approach, and even then it 
is not the only approach.

In studies of technology and behavior, descriptive science and a search for pat-
terns are probably most useful today. Patterns are not theory: Physicists constructed 
cloud chambers to fi nd patterns in particle paths, yet a huge gap separated those 
patterns from theory. But we may feel that to resemble natural sciences, we must 
have theory, even when, like McGrath, we manage to avoid controlled hypothesis-
driven studies. So we stretch the defi nition of theory.

For example, in grounded theory, a theory is never right or wrong. It is measured 
by how well it fi ts existing data. It may be adjusted given new observations. This 
seems like descriptive science along with identifi cation of patterns and creation of 
concepts, as practiced by Linnaeus and Mendeleyev. I think something like it is just 
what we need. It could be considered pretheoretical, but if we must call it theory 
to obtain academic respect, OK by me. Social science also has more ambitious 
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theory, which runs the risks encountered by the alchemists and astrologers: acclaimed 
in their time but poorly regarded later on.

McGrath’s theory is not ambitious. He identifi es patterns of activity in group 
projects. It’s fi ne, but for most purposes, the typology and the emphasis that all 
three functions are continually being addressed are a great prism through which to 
view much research and practice.

Conclusions

Researchers, designers, and acquirers of new technology: Avoid being swept exclu-
sively into the lower left cell. You can’t support activity in every cell, but at least 
briefl y consider each one. Might your envisioned application disrupt activities in 
some cells? For example, could anonymous brainstorming undermine credit for 
ideas that is important to some participants? Also, recognize that it may be diffi cult 
to support activities in some cells: Voting mechanisms for resolving confl icts or “I’m 
confused” indicators to register member distress have not proven to be as useful as 
hoped. We may prefer to communicate agreement or uneasiness in less overt ways. 
For those concerned with assessment, be wary of exhortations to adopt metrics, 
especially if only performance is to be measured. Examine “proofs of ROI” 
critically.

Any group activity can be viewed through McGrath’s prism. For example, to the 
traditional conference functions of community maintenance and member support, 
highly selective conferences such as CHI add a production function that was for-
merly the role of journals. But are group health and member support enhanced by 
high rejection rates that benefi t the lower left cell?
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J. Tang, 1989: “Listing, Drawing, and Gesturing in Design: A Study of the Use 
of Shared Workspaces by Design Teams”

It is the late 1980s. Along with a other technologists, I am just getting interested in 
the new discipline of computer-supported cooperative work (CSCW), where my 
focus is on how geographically distributed groups could work together in real time 
over a shared visual workspace. In the ’80s era, groupware design was mostly by 
the seat of our pants; what we built was often a consequence of balancing our 
intuitions about the collaborative process against technical considerations.

John Tang’s Ph.D. dissertation (Tang 1989) and his various derivative publica-
tions (e.g., Tang 1991) changed my view of groupware design, as it introduced the 
notion of “group-centered” design.

John, who was interning at Xerox PARC, was interested in technical support for 
small design groups. Instead of just building technology, he decided to observe, 
describe, and quantify how small groups actually worked together on conceptual 
design tasks when interacting over shared visual work surfaces such as a whiteboard 
or table. His approach was strongly infl uenced and supported by the user-centered 
researchers at the Xerox PARC System Sciences Laboratory: Deborah Tatar, Sara 
Bly, Scott Minneman, Lucy Suchman, and Austin Henderson. PARC had also just 
created some seminal meeting room systems, and was also investigating how people 
interact across distance through video.

Observational Studies of Shared Work Surfaces

In 1988, Sara Bly performed an observational study of a pair of collaborators that 
challenged the intuitive “conventional” view of the communal work surface as a 
medium for creating and storing a drawing artifact. She saw that the drawing 
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process—the actions, uses, and interactions on the drawing surface—were as impor-
tant to the effectiveness of the collaboration as the fi nal artifact produced (Bly 
1988). She also noticed that allowing designers to share drawing space activities 
increased their attention and involvement. John extended Bly’s fi ndings by studying 
small design groups, who used large sheets of paper as a shared work surface. Some 
teams placed the paper on a table, while others tacked it to a whiteboard. He made 
several important observations.

Orientation Drawings made on the table-mounted paper were oriented in different 
directions. Although people had greater diffi culty drawing and perceiving the images, 
orientation proved a resource for facilitating the meeting. Because drawings faced 
a particular person, a context and an audience were established. Marks made by 
participants that were aligned to an image conveyed support and focus. People 
working on their own image used orientation as an informal “privacy” boundary 
until they were ready to call in the group’s attention. The group using whiteboard-
mounted paper did not exhibit these behaviors.

Proximity When participants were huddled around the table-mounted paper, the 
sketchpad played a key role in mediating the conversation. This role was lessened 
in the whiteboard situation where people were seated several feet away.

Simultaneous access Given good proximity, a high percentage (45–68%) of work 
surface activity around the tabletop involved simultaneous access to the space by 
more than one person.

John then built a descriptive framework to help organize the study of work 
surface activity, where every user activity was categorized and quantifi ed according 
to what action and function it accomplished (Tang 1989; Tang 1991). Actions 
included listing spatially independent alphanumeric notes, drawing graphical objects, 
and making communicative gestures over the surface. Functions included storing 
information for later recall, expressing ideas as one works over the surface, and 
mediating interaction through turn-taking and by focusing attention. Although this 
framework seems overly simplistic compared to what is now known, its purpose at 
the time was to draw attention to the amount of group interactions not supported 
by the CAD (computer-aided design) and group computer tools of that era. John’s 
classifi cation of small group activities within this framework revealed that the “con-
ventional” view of work surface activity—storing information by listing and 
drawing—constituted only ~25 percent of all work surface activities. Expressing 
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ideas and mediating interaction comprised the additional ~50 percent and ~25 
percent respectively. Gesturing, which is often overlooked as a work surface activ-
ity, played a prominent role in all work surface actions (~35 percent of all actions). 
For example, participants enacted ideas by using gestures to express them, and 
gestures were used to signal turn-taking and to focus the attention of the group. 
From these observations, he derived various design criteria that shared work surface 
tools should support. He stressed the importance of allowing people to gesture to 
each other over the work surface, and emphasized that the process of creating a 
drawing is in itself a gesture that must be shown to all participants through con-
tinuous, fi ne-grained feedback. Another key point was that the tool must not only 
support simultaneous activity, but also encourage it by giving participants a common 
view of the work surface.

System Building

As these results were being revealed, other groups were building multiuser sketching 
and drawing systems. I and some students (Ralph Bohnet, Dave Webster, Mark 
Roseman) immediately latched onto John’s design principles. We created a distrib-
uted groupware bitmap sketching system called GroupSketch, illustrated in fi gure 
18.1 (Greenberg et al. 1992). Its features directly embodied John’s design sugges-
tions: each person had a large labeled cursor whose image refl ected gesturing, point-
ing (for attention) and drawing acts; marks made by a person were immediately 
visible to all; and people could gesture and draw simultaneously. Later versions 
included the functionally richer XGroupSketch and the object-oriented GroupDraw 
systems. What was exciting to us was that these systems “felt right”; people (includ-
ing artists) could use them immediately and dive into their shared drawing tasks.

Other researchers developing parallel systems were also informed by John’s ideas. 
Commune was a pen-based distributed tabletop system and—like GroupSketch—
had multiple cursors and immediate display of all actions, and also allowed simul-
taneous activity. VideoDraw and VideoWhiteBoard from PARC (Tang and 
Minneman 1990, 1991), and TeamWorkStation from NTT, Japan (Ishii and 
Kobyashi 1993), were video-based drawing systems that worked by fusing video 
images. Figure 18.2 illustrates two of them—how they are built, and how people 
could actually see each other’s arms, body shadows, pens, and drawing marks in 
the image. What was notable is that these and several other systems—even though 
based on quite different technologies—had the same fl uid feel to them. The common 
human factors of their design transcended their implementations.
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Although John’s observations and design principles may appear self-evident, 
many related commercial and research groupware systems of that era (and even of 
today) have failed to live up to his criteria. Many had no pointers, which meant 
that users could not gesture around the surface. Neither did participants see each 
others’ actions as they occurred, for actions were not broadcast until a complete 
graphical stroke was made or a complete text line entered. This meant that people’s 
conversations around their acts of drawing did not make much sense. In contrast 
to the systems based on John’s guidelines, interactions on these systems felt 
“dead.”

Infl uencing the Future

John’s observational work set the tone for much of the shared workspace research 
in the 1990s. In our lab, we built both distributed and single-display groupware 
toolkits (e.g., GroupKit, SDGToolkit) that tried to generalize some of his principles, 

Figure 18.1
GroupSketch (from Greenberg et al. 1992).
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so that programmers had such capabilities as simultaneous actions and multiple 
cursors “for free.” We organized a workshop on real-time drawing, which resulted 
in a book (Greenberg, Hayne, and Rada 1995). We also started a new research 
program on workspace awareness; we observed the subtleties of how people kept 
track of what others were doing when working with each other face to face on a 
drawing, then invented mechanisms that let people re-create this awareness when 
working over a distance (Gutwin and Greenberg 2002), and fi nally generalized these 
as a set of human factors principles articulating the basic mechanical processes that 
defi ne most collaborative acts over a workspace (Pinelle, Gutwin, and Greenberg 
2003).

At the same time, new systems and techniques came out that further leveraged 
John’s work. Several were modeled on the idea of people drawing on opposite sides 
of a piece of glass, for example, Ishii and Kobyashi’s Clearboard (1993), and our 
own VideoArms (Tang, Neustaedter, and Greenberg 2006). Figure 18.3 shows the 
latter system, in which we see two groups of multiply colocated people working 
across two distributed connected surfaces; note that other people’s arms are clearly 

Figure 18.2
The two images on the left show how VideoDraw works (from Tang and Minneman 1990). 
On the right, the two images show how VideoWhiteboard works (Tang and Minneman 
1991). Reprinted with permission from John Tang.



116  Saul Greenberg

visible. The groupware community was also busy examining the social psychology 
literature, which proved to have much fertile information in it that added richness 
to John’s basic observations. More recently, researchers on digital tables for colo-
cated collaborators have also revisited and extended John’s work. For example, 
Sheelagh Carpendale and her group performed further observational studies of how 
people use the orientation of artifacts on a table as a resource, and how people 
partition a space into personal and group territories (see, e.g., Kruger et al. 
2004).

The Established Paradigm: Observe, Generalize, Design

On refl ection, John’s work proved important to me, my research group, and the 
community at large for two reasons. First, it laid the foundations for the basic 
human factors that play a role in shared visual workspaces, factors that could not 

Figure 18.3
VideoArms in action, showing two groups of two people working over two connected dis-
plays (top) and a screen grab of each surface (bottom). Local and remote video arms are in 
all scenes, but local feedback is more transparent.
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only be exploited in system design, but that served as an insight into other human 
factors that should be considered. Second—and this is more important—it provided 
an early example of a robust process for groupware development. Beyond the task-
oriented observations of single user systems, groupware design must begin with 
observations of actual working practices. Initial observations will usually expose 
the major factors that make up not only group task activity, but group processes 
as well. This suggests ways that factors can be organized and quantifi ed, and also 
reveals nuances of other factors that could be revisited in later, more detailed 
studies.

Defi ning the human factors relevant to collaboration is the key. Design based on 
these factors should transcend the technology in terms of the collaborative experi-
ence it offers the group. As with John’s original observations, these factors will have 
a long “shelf life”; people’s collaborative practices today are generally the same as 
they were seventeen years ago. In contrast, systems and their underlying technolo-
gies have arrived, evolved, and been replaced.
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S. Greenberg and D. Marwood, 1994: “Real-Time Groupware as a Distributed 
System: Concurrency Control and Its Effect on the Interface”

With all due respect to Saul Greenberg and David Marwood, one may reasonably 
forgive an HCI researcher for overlooking a paper when the title contains terms 
like “concurrency control” and “distributed systems” and “real time.” Nevertheless, 
this paper identifi es issues that are central not just to technologists, and not just to 
people building groupware systems; the issues touched on in this paper are core 
to the job we do as interaction designers, systems builders, and researchers of the 
interactions of people and technology.

CSCW’94 marked the fi rst time I presented a paper at the CSCW conference, and 
my presentation was in the session immediately after Saul and David. So perhaps I 
was especially open to suggestion because of nerves, but their paper “took” with 
me, outlining a set of themes that infl uenced me back in 1994 and are still with me 
today.

Distributed systems researchers have been designing concurrency control algo-
rithms for years. These are the rules that specify how, when you’ve got an applica-
tion that is replicated across many sites, changes to the data get pieced back 
together into a rational, consistent state. This is low-level stuff, the kind of com -
puter science that scares away not only non–computer scientists, but also a signifi -
cant number of the people who do claim the mantle of computer scientist for 
themselves.

Saul and David’s point is that this algorithmic minutia, so seemingly removed 
from the actual user interface, in fact has a deep impact on the sorts of interfaces 
we can build. Choices like serialization strategy, lock granularity, the use of opti-
mistic versus nonoptimistic protocols, and so on radically affect the user experience 
of tools that are built on top of this algorithmic infrastructure.
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When you think about it, of course this is true. Why would anyone suppose 
otherwise?

Well, the sad truth is that the connection between interaction and infrastructure 
has been the victim of an almost willful neglect perpetrated by both the HCI and 
systems communities for years. As Greenberg and Marwood write, “We strongly 
believe that [technical details of concurrency control] should be user-centered.  .  .  .  
While this seems obvious, some applications violate this premise simply because 
they are designed from a systems-centered viewpoint” p. 211, (emphasis mine). In 
other words, the human-centered viewpoint is absent when it comes to many of the 
fundamental technical decisions that determine the interactive experience of the 
application.

In this light, Greenberg and Marwood’s paper isn’t so much a discussion of the 
effects of technical decisions on the interactivity of groupware; rather, it’s a call to 
arms to the HCI community, a call to be involved in those things that are typically 
just outside our fi eld of view, the things that we cede to those who work further 
“down the stack” than we do, on the “boring things” (to use Leigh Star’s 1999 
words) in the computing infrastructure.

This view—that HCI shouldn’t be content just to focus on the interface narrowly 
defi ned, but can and should touch every aspect of system architecture that affects 
interactivity—has stuck with me since that presentation in Chapel Hill in 1994.

When I went to Xerox PARC in early 1996, this idea of the impact that infra-
structure can have on interactivity kept coming up in the research projects I was 
working on. Some of these projects built directly on the themes developed by Saul 
and David in their paper. For example, building on their realization that people 
may in fact be perfectly happy to cope with inconsistencies, I developed an infra-
structure to support “inconsistency preserving” applications (Edwards 1997). I 
unfortunately also gave this paper a title likely to frighten away nontechnolo-
gists—mea culpa.

In my work at PARC, these themes surfaced in contexts other than groupware, 
in domains such as fi le systems and ubiquitous computing middleware. For example, 
the Placeless Documents system that my colleagues and I developed (Dourish et al. 
2000) can be seen as an attempt to break the hierarchical tyranny of the fi le system, 
allowing for on-the-fl y creation of organizational structures. Speakeasy (Edwards 
et al. 2002) is an attempt to design a ubiquitous computing infrastructure that 
addresses pragmatic concerns about avoiding the hassle of downloading software 
updates (or the need to replace already purchased equipment) simply to accommo-
date a new device on the network.
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Saul and David point out that “traditional concurrency control methods cannot be 
applied directly to groupware because system interactions include people as well as 
computers” (p. 207). Of course, almost all software systems include interactions with 
people as well as computers, and so their arguments apply far more broadly than just 
groupware. The lack of an HCI voice in these systems is evident. One need look no 
further than the quagmire that is information security to see that this is true.

Information security is another discipline of computer science that has classically 
been dominated by a strong systems-theoretical perspective. The research in this 
area—from new protocols for authentication or secure message passing, to new 
cryptographic algorithms—has been driven largely by technical concerns (theoreti-
cal limits to message security, for instance). Human concerns, when they enter the 
picture at all, are based on idealized users (the ubiquitous “Alice and Bob”) who 
may have little connection with real-world people, their needs, or understandings 
(e.g., how well do cryptographic protocols such as zero-knowledge proofs of knowl-
edge fi t into social practices, such as the management of self-presentation [Goffman 
1959], the “dynamic, dialectic process” of disclosure [Palen and Dourish 2003]).

And yet, just as the underlying concurrency control algorithms affect the user 
experience, so too do these information security mechanisms. Intentionally or not, 
these infrastructure notions expose a set of abstractions that may or may not match 
well with human expectations, needs, models, and metaphors. When the abstrac-
tions provided by the infrastructure do not match the metaphors which the applica-
tions built on them try to support, or the needs of the people who will actually use 
them, then we see the sorts of usability problems for which information security is 
infamous.

What is the remedy for the disconnect between low-level infrastructure design 
and higher-level interaction design? The disconnect exists because neither commu-
nity suffi ciently understands the other’s domain, nor do they have good mechanisms 
for passing requirements up and down the stack to each other. There is the narrow-
est of pipes connecting those who do “application-layer” work (including interac-
tion designers) and those who do the plumbing; very little information—in the form 
of design requirements or feedback—passes through this pipe.

I am not suggesting that HCI researchers need to become experts in cryptography, 
or in distributed systems, or in other topics that have typically been outside our 
purview. Rather, I am suggesting that we need to develop a new set of metrics that 
can be adopted by the systems communities to inform their work.

Typically only those requirements that can be described succinctly, and with 
no ambiguity, survive transmission through the requirements pipe. We tell the 
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plumbers, “if you give us latency of no more than 100ms, the user will perceive the 
system as being interactive.” And off they go, blissfully ignoring other—perhaps 
even more salient—concerns that are tougher to describe, tougher to build for, 
tougher to evaluate against. Likewise, when presented with technical concepts in 
the infrastructure, we application types have few ways to predict the effect they will 
have on the resulting user experience—until it is too late.

These human requirements are diffi cult because they can’t be boiled down to a 
single, easy-to-test number; it’s not as if there’s a single dimension along which we 
can say that a particular choice is automatically “better” than others. Knowing what 
to do depends on the application, the needs and understandings of the people who 
will use it, and their social context. In this sense, knowing what to build at the 
infrastructure layer is just like all other aspects of interaction design.

To me, the largest question raised by Saul and David’s paper is that of how we 
communicate both up and down the stack: given an infrastructure feature, how can 
we deduce the user-visible implications of it, and conversely, given a desired inter-
action, how can we translate that down into system properties? We’ve been mod-
erately successful so far at covering up ill-suited infrastructure features with interface 
veneer, but there are limits to how far this can take us. We need to develop practices 
that allow infrastructure and interaction features to be co-designed. Currently, when 
this is done at all, it is done ad hoc: while Saul and David do a fi ne job in their 
paper, they note that “unfortunately, there is no recipe on how this can be achieved 
in general” (p. 214).

In 2004 I left PARC to take an academic position. The interdependence of infra-
structure and interaction has always been a theme in my research, but it has become 
its central focus since joining Georgia Tech. My students and I are exploring topics 
that span the stack. For example, networking research has typically focused on 
metrics such as bandwidth, latency, and scalability. What if instead we focused on 
human-centered concerns as the primary motivator? What if other metrics—such 
as such as installability, understandability, manageability—drove the creation of 
network protocols and tools? We are also looking at information security: how can 
we create security technologies that not only support real-world needs, but are 
understandable by those who use them?

In 1994, Saul and David’s paper cogently laid out these issues, using the context 
of groupware and concurrency control as examples. In the years since the paper 
was published, the need to artfully balance infrastructure and interaction design has 
spread far beyond groupware, to any domain where people interact with computing 
technology—in other words, to any domain touched by HCI.
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K. Schmidt, and L. Bannon, 1992: “Taking CSCW Seriously: Supporting 
Articulation Work”

In my annotated bibliography (from my graduate student days when I had the time 
to keep one), I wrote: “This will be one of the key issues papers in CSCW literature.” 
“This” is Schmidt and Bannon’s paper “Taking CSCW Seriously: Supporting Artic-
ulation Work” (Schmidt and Bannon 1992).1 This is also a paper that very much 
marks the emergence of computer-supported cooperative work (CSCW) as a par-
ticular area of research, being the fi rst paper in the fi rst edition of the Computer 
Supported Cooperative Work Journal (JCSCW).

The infl uence of this paper on my work has been profound. I was new to CSCW 
(and to all HCI-related fi elds for that matter, not having had any opportunity to 
study them as part of my undergraduate computer science degree). I had originally 
signed up to do a Ph.D. in the area of neural networks but, on the day before 
applications closed, I came across the term “computer-supported cooperative work” 
and was so excited about the potential to focus on helping people with how they 
work that I rewrote my application to be in the fi eld of CSCW, even though I knew 
nothing about it, nor did anyone in the department. I then had to learn about CSCW 
from scratch. I started with the fi rst conference proceedings from 1986 and read 
forward, experiencing fi rsthand the confusion that Schmidt and Bannon note in how 
diversely the fi eld was being conceptualized, as evidenced by various terms such as 
“groups,” “teamwork,” “groupware,” and “business teams.”

It was in the context of these more dominant yet diverse conceptualizations that 
Schmidt and Bannon wanted to set out a different approach by arguing for a con-
ceptualization of CSCW that would focus on “cooperative work,” and by laying 
out a “coherent conceptual framework” with consequent implications for new 
research directions. This is captured in their defi nition of CSCW as “an endeavour 
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to understand the nature and requirements of cooperative work with the objective 
of designing computer-based technologies for cooperative work environments” 
(p. 3), addressing research questions “to understand so as to better support coop-
erative work” (p. 5, emphases in the original). In doing so they clearly position 
CSCW as a multidisciplinary design-oriented fi eld of research rather than a more 
application-focused fi eld as implied by the term “groupware.”

The key concept here is cooperative work. Schmidt and Bannon argue that coop-
erative work is a much more “general and neutral designation [than group or team] 
of multiple persons working together” that “does not assume or entail specifi c forms 
of interaction. (pp. 7, 10). It does, however, entail some mutual dependence among 
the people who need to cooperate and work together. When there is this interde-
pendence there is also an additional layer of work, termed articulation work (Strauss 
1988), to mediate and manage everyone’s activities, for example by allocating tasks, 
distributing resources, scheduling activities, and so on. Articulation work, in turn, 
draws attention to the mechanisms that people develop, such as structured forms, 
scheduling tools, and so on, to help “reduce the complexity and, hence, the overhead 
cost of articulation work.” They variously call these mechanisms of interaction or 
coordination mechanisms. Schmidt and Bannon go on in their paper to explore two 
consequences of taking seriously both interdependence in work and the articulation 
of this interdependence: how to support the management of workfl ows and how to 
support the ongoing active construction of shared understandings through a common 
information space. I leave the details of these discussions for the reader to follow 
up on.

I experienced my “ah hah” moment about CSCW when I read this paper, and 
Schmidt and Bannon’s defi nition of it became the hook that defi ned the area for 
me—cooperative work as a more encompassing yet specifi cally implicated unit of 
analysis, the critical dimension of articulation work, and the iterative multidisci-
plinary approach of understanding and designing. Before coming across this paper, 
I had been looking into software process models, workfl ows and business process 
reengineering that were all in high fashion in the early 1990s. While Lucy Suchman’s 
seminal work on plans and situated actions (Suchman 1987a) highlighted the 
reasons why reifi ed models of workfl ow rarely translated well into practice, it was 
Bannon and Schmidt’s work, specifi cally the attention they drew to articulation 
work and its implications for support, that opened up research questions about how 
better to understand and support work.

This led me to investigate further the work of Anslem Strauss, from whom the 
notion of “articulation work” was drawn, and his newly published “theory of 
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action” (Strauss 1993). His theory provided a coherent, sociologically based frame-
work that not only positioned the notion of articulation work within a much 
broader set of interactional concepts, but also helped me make sense of many of 
the diverse concepts and issues emerging from workplace studies being reported in 
the CSCW literature at the time. This was to become the pivotal text for my own 
thesis work around the locales framework (Fitzpatrick et al. 1998; Fitzpatrick 
2003); it drew heavily on Strauss’s work, and it also took seriously Bannon and 
Schmidt’s call to “understand” and “design” by positing the locales framework as 
a shared abstraction that could support both activities.

The infl uence of Bannon and Schmidt’s paper on the fi eld of CSCW has also been 
profound. Although the concepts of articulation work, coordination mechanisms, 
and common information spaces are in a sense just foregrounding different perspec-
tives on the core phenomenon of cooperative work, we can see how each concept 
has also spawned strands of ongoing research. The authors have taken up their own 
research call and further developed their ideas of coordination mechanisms (e.g., 
Schmidt and Simone 1996) and common information spaces (e.g., Bannon and 
Bødker 1997), in works that are both widely referenced. Strauss’s concept of 
articulation work, largely introduced to CSCW by Schmidt and Bannon, has become 
a taken-for-granted term and has also become a focus of ongoing research (see, 
e.g., Grinter 1996). Similarly, “coordination mechanisms” has been drawn on to 
further explore the role of artifacts in coordination practices (see, e.g., Carstensen 
and Nielsen 2001) and “common information spaces” has been further developed 
in various contexts (see, e.g., Bossen 2002). Notions developed from common 
information space work (e.g., the highly cited paper, Bannon and Kuutti 2002) have 
also been infl uential within organizational memory and knowledge management 
research, highlighting key issues surrounding the work involved in managing and 
sharing such information spaces.

Interestingly, a lot of the issues raised in this paper are still highly relevant today, 
especially as we move toward ubiquitous “computer support” that will be more 
pervasively distributed and embedded in the environment. One of the key issues 
that CSCW highlights, compared to HCI more generally, is that all work is socially 
situated (albeit a position that Schmidt and Bannon wanted to strengthen with their 
emphasis on cooperative work) and that even social situations involve interaction 
and coordination “work.” At the time Schmidt and Bannon wrote their seminal 
article, offi ces and white-collar work were the main focus of much CSCW research, 
and Schmidt and Bannon made a call for researchers to be concerned also with 
other forms of work, such as manufacturing. Since then the research domains have 
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become even more diverse, with settings such as the home and mixed reality gaming 
receiving attention, especially as enabled by new mobile and pervasive technologies. 
Although these settings might not fi t Schmidt and Bannon’s call for more formally 
defi ned notions of work, the need to consider articulation, coordination, and 
common information spaces still holds, albeit while playing out in different ways. 
It could be argued that these concepts are even more important in pervasive technol-
ogy scenarios where we have multiple distributed actors and multiple forms of 
distributed computation and information that people somehow need to collectively 
manage, make sense of, and coordinate their interactions with.

It is very timely then to revisit and rethink Schmidt and Bannon’s work in relation 
to pervasive/ubiquitous computing. I would argue that this fi eld is at a very similar 
stage to that of CSCW in 1992. In ubiquitous computing (“ubicomp”), the work 
to date has been largely technology led; this has been critical work, necessary for 
the exploration of what is technically feasible with new and emergent technologies, 
just as CSCW was initially largely technology led, with groupware developers 
exploring what was technically feasible with emergent desktop networked comput-
ers. Now the question is, how do we go about appropriately designing what is 
technically feasible into something that is practically acceptable or useful or engag-
ing and that can become part of everyday practices? The concepts laid out in 
“Taking CSCW Seriously” helped set the agenda for this work in CSCW, and the 
same concepts can be reworked to help frame an ongoing multidisciplinary research 
agenda for ubiquitous computing, drawing attention to the roles that ubicomp can 
play and the work that people will have to do to make ubicomp work. Indeed, a 
ubicomp environment could alternatively be named a “common information space,” 
with all the same pursuant issues highlighted in the 1992 paper. And Schmidt and 
Bannon’s claim (p. 20) that “the [CSCW] system should make the underlying model 
accessible to users, and indeed, support users in interpreting the procedure, evaluate 
its rationale and implications” seems to be all the more important when applied to 
ubicomp systems that rely on distributed and often automated system interactions 
on behalf of the user (as a trivial but telling example, think about your experiences 
in automated bathrooms that try to turn on the taps and fl ush the toilets for 
you!).

It will be interesting to see in the years ahead if this will also become one of the 
key issues papers in ubicomp literature. Even if the paper itself does not make it 
into ubicomp consciousness, the issues it raises, gaining “taken for granted” status, 
surely will be key to designing technology that works for people.
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Note

1. The genesis of this paper was an earlier Bannon and Schmidt paper, “CSCW: Four Char-
acters in Search of a Context,” which was presented at the fi rst European CSCW conference 
in 1989 (subsequently published in Studies in Computer Supported Cooperative Work: 
Theory, Practice and Design, edited by J. Bowers and S. Benford, 1991). Schmidt and Bannon 
continued to develop the ideas from this earlier conference paper through discussions with 
colleagues. Although the resultant JCSCW paper was noted as being “completely re-written 
with substantively new argumentation and material,” it seems only fi tting, given its topic of 
CSCW, that its gestation was highly collaborative.
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Living with other people is always a challenge. As children we learn to live with a 
small group of others, our family. That learning takes time as we come to balance 
our selfi sh desires with those of our siblings and parents. Often that learning is 
successful, and when it is, we establish regular patterns, habits, and norms about 
how space is to be negotiated.

When we choose to share physical space with another person—when we share 
an apartment with friends, cohabitate with acquaintances, “shack up” with a sig-
nifi cant other, or start our own family—our understanding of how to share physi-
cal space is challenged anew as we renegotiate how the shared space will be used.

In my case I’ve lived most of my life with people who are savers; people who like 
to hold onto stuff. My mother, a community college instructor, taught business and 
saved textbooks—all kinds of textbooks. You want the third edition of Marwick’s 
Principles of Accounting? No problem. Interested in textbooks that cover personal 
fi nance from the late 1970s through the early 1990s? No problem, she’s got that 
covered too. And then when I got married—I didn’t quite realize it at the time—but 
I married another saver.

The only real tension in this is that I like to think that I’m a deleter; I just don’t 
like clutter. It has taken me some years of practice, but I’m ruthless with most junk 
mail and random bits. If it is a catalog, advertisement, solicitation, or anything of 
that sort, then I consider it for about fi ve seconds, and if I’m not going to use it 
right then, it is shredded! Quarterly I clean out my offi ce. Once each year I unclut-
ter my parts of our home; I consider the various fi nancial papers, and items in my 
space—if it is not serving a purpose, it must go!
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Negotiating a tension like that between a saver and a deleter is somewhat obvious 
in shared physical space. I’m not saying that the solution is obvious; but the tangi-
bility of physical objects in a shared space will make the tension clear. When you 
save physical stuff it starts to accumulate, it piles up. And when you delete or 
remove physical stuff it is gone. This seemingly simple tension is just one of several 
consequences of a shared information space—consequences that we have not yet 
resolved.

In the early 1990s I started my Ph.D. and began working with my advisor Mark 
Ackerman and another student Brian Starr on the next generation of his organiza-
tional memory system Answer Garden 2 (see Ackerman and McDonald 1996). We 
were doing a version on the World Wide Web (very early Web) and one of my 
responsibilities was to develop ways to help group members to restructure the 
information in the system—plant and/or transplant trees and shrubs, for those of 
you who like to keep up with the analogy.

The paper “Where Did You Put It? Issues in the Design and Use of a Group 
Memory” had recently been published by Berlin et al. (1993) and was required 
reading for our research group as we started our design and development. The paper 
describes the development of a group memory system for their research group. The 
system was relatively straightforward and included a shared repository with hyper-
text linking ability and a method to submit items to the repository through email. 
It had both automatic and user-provided classifi cation that facilitated search and 
link creation. Users could browse the category scheme to locate items and perform 
keyword and full text search to locate items.

But the paper also presented an interesting set of side observations. During the 
development, the research team understood that for their system to support their 
own needs they would need to settle on a common vocabulary for the data they 
submitted. The simple task of settling on a controlled vocabulary was not as simple 
as they had anticipated. As some luck would have it, they videotaped their own 
design sessions. The analysis of their design sessions revealed some interesting results 
that highlight key issues for shared information spaces.

First, they found that it was nigh impossible to settle on a universal set of terms 
to use when organizing their own information. Their admonishment to us is that 
“It’s not enough to agree on a set of categories” (p. 25). This is probably because 
the nature of a project and its relevant problems shift as a project progresses over 
time. As well, when conducting research, the terms themselves have not necessarily 
been created; what do you call something before everyone agrees on a term for the 
thing? They point out in the paper that even after they had settled on some category 
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terms they faced a recurrent problem of reconciling individual tendencies with the 
agreed-on group norm. People do not change their personal tendencies even if they 
happen to agree with the group.

The issue that Berlin et al. raise with categories is interesting given the current 
interest in tagging systems, also known as folksonomic classifi cation. Large-scale 
Web-based systems such as Flickr.com and del.icio.us have popularized user-defi ned 
metadata or tags. These are strings of text that provide additional meta-data for an 
object like a picture or another Web page. Tags can be searched and clustered much 
like any other categorization scheme, except in this case the scheme is created by 
the distributed efforts of many individuals. Tagging has shown some promising 
characteristics that could overcome the problems identifi ed by Berlin et al. but 
tagging is not without its own problems (Golder and Huberman 2006; Guy and 
Tonkin 2006).

Berlin et al. found that their small group exhibited a wide range of personal 
information management practices. That is, the way they engaged the problem of 
storing, organizing, and refi nding their information differed—even in their small 
group! Generalizing just a bit, they identifi ed fi ve dimensions along which indi-
viduals differ when working with information.

Purist to proliferator A purist generally believes that each item belongs in its one 
place, whereas a proliferator believes that items naturally belong in multiple 
places.

Semanticist to syntacticist A semanticist believes that each item has intrinsic catego-
ries that are obvious given inspection of the item itself. A syntacticist considers the 
context of an item as critical to the way it should be categorized and retrieved.

Scruffy to neatnik A scruffy prefers coarse, fat categories with potentially 
many items, whereas a neatnik prefers many fi ne-grained and often hierarchical 
categories.

Saver to deleter A saver prefers to keep many things, including items that might 
be tangentially valuable. A deleter wants to limit clutter and keep only essential 
information.

Purpose-based fi ling This last dimension characterizes how individuals classify 
items based on how they anticipate the item will be used at some point in the future. 
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This one seems a bit more binary than the other dimensions, and it is mentioned 
here for completeness.

The critical challenge for any shared information system is to account for the 
wide range of user approaches to saving, organizing, and refi nding the information. 
Berlin and her colleagues had a term for the problem of accommodating all of these 
different styles: cognitive cohabitation. Clearly, our behavior in a shared informa-
tion system is somehow a refl ection of our individual style (cognitive or otherwise), 
and getting different styles to live together in an information system is a challenge 
of cohabitation. The challenges of cognitive cohabitation are, perhaps, not too dif-
ferent from the challenges of learning to live together in a shared physical space—
but they lack all of the social cues and certainly many of the physical cues.

The Berlin et al. piece infl uenced our group’s thinking about how shared informa-
tion systems work and how people “cognitively cohabitate” in everyday life. As we 
designed the system that would eventually become Answer Garden 2 we were careful 
to consider how to support different views of the same information space, how to 
support different styles of contribution, and how to support gradually diverging 
models of interaction with the system. For example, users could initially share the 
same view of an information repository, but as one or another made changes, 
another person could be shown those changes and decide if he or she wanted to 
keep them or not. We didn’t specify what to do as views continued to diverge, but 
allowing the views to diverge was an interesting contribution to the development 
of shared repositories.

The subtle infl uence of this piece continued through some of my thesis work and 
my development of the Expertise Recommender (McDonald and Ackerman 2000; 
McDonald 2001, 2003). In particular, our notions of how the social milieu refl ects 
and shapes expectations of individuals’ expertise can be viewed as a social manifes-
tation of cognitive cohabitation.

Yet, still, the Berlin et al. paper has perhaps been underappreciated by research-
ers who study and build shared information systems. The dimensions that the paper 
outlines form a veritable cornucopia of research possibilities. The challenge of 
understanding how groups organize information could have a profound impact on 
the design of fi le systems and shared information stores. Even researchers in human 
information behavior have not directly addressed these dimensions; instead they 
mostly opt for a scientifi c rationalist view of information needs, including searching 
and retrieval behaviors.

During the last few years we have seen the development of a new area known as 
PIM (personal information management). Approaches to PIM can be organized 
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along two general lines: improved search and improved structure. One approach to 
PIM is largely based on search and retrieval techniques. Motivated by the success 
of Google and other “network infl uence”–based algorithms, the basic stance of 
researchers promoting this approach is that one can solve personal information 
management problems with better search. The jury is still out on this. In fact, some 
recent results suggest that people are quite attached to the information-organizing 
structures that they create for themselves.

The second approach is to develop tools to improve the structuring of the infor-
mation. Researchers taking this approach recognize that the predominant strategy 
for structuring information is based on the hierarchical fi le systems supported by 
modern operating systems. This approach recognizes the need to support other 
organizational schemes, but it is often hamstrung by the existing technical con-
straints of the current operating system (Dourish et al. 2000).

From my perspective both approaches overlook something important. As someone 
who considers groups and their information-sharing practices a fundamental 
problem for systems, I fi nd the principle drawback to both approaches to be that 
they focus largely on individuals. Sure, it is good to help individuals with their solo 
information problems. But for me, some of the most valuable work we accomplish 
is accomplished only through collaboration. That is, the way I see it, a fundamen-
tal characteristic of our work and social lives is the exchange and sharing of some-
thing important to us—information sharing.

This implies that the real challenge for researchers, designers, and developers is to 
support a diverse range of behaviors when groups cognitively cohabitate—when they 
shack up in a shared information space. The Berlin et al. paper was not just about a 
specifi c group or organizational memory system; indeed it remains one of the earliest 
articulations of challenges for GIM (group information management; Erickson 2006) 
as distinct from the current framing of PIM. This is not specifi c to work systems but 
rather pervades our day-to-day interactions with information. This may be a source 
of the problems with tagging systems (folksonomies) described earlier.

What can we do to resolve these problems? Certainly, a better understanding of 
the dimensions described by Berlin et al. would be a good start. In particular, we 
should maintain a focus on the everyday information practices of groups currently 
using shared information spaces. File shares and shared Web spaces are widely 
available but often seem to be frustrating for groups. It is also instructive to see 
how critical group-refl ection on collective practices can provide important insights. 
Finally, self-refl ection can provide some important distinctions between the group’s 
information practices and our own.
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Applying that same self-refl ection I ask myself how can I resolve the challenge of 
being a deleter who happens to live with savers? Really, this is not as bad as it 
sounds. I understand why they are savers. I recognize that I’m a product of my 
environment—over the years I’ve learned when to say something about it and when 
to just let it go. As well, since I’m a product of my environment, I recognize that I 
too have saver tendencies. Perhaps I’m just masquerading as a deleter, and my email 
reveals how bad I am at the masquerade.
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Before the advent of the World Wide Web in 1993, which propelled computing as 
a social phenomenon into popular consciousness, the world of information technol-
ogy had been experiencing a slower but ongoing shift in focus from single-user to 
multiple-user, networked applications. A 1991 article by Ellen Francik, Susan 
Ehrlich Rudman, Donna Cooper, and Stephen Levine of Wang Laboratories—
“Putting Innovation to Work: Adoption Strategies for Multimedia Communication 
Systems”—was among the fi rst such studies to describe, in a comprehensive fashion, 
the deployment of a real-world groupware system at a level of insight and discourse 
that offered practical information about the nature of adoption problems and strat-
egies for how they might be overcome. The article examines the introduction of the 
Wang Freestyle system into offi ce places and discusses its design and intended uses 
as well as the problems encountered in its deployment.

Freestyle, released at COMDEX 1988, was a sophisticated multimedia messaging 
system that ran on networked PCs. The system was built on a central design that 
allowed any kind of digital document to be annotated using stylus-and-tablet-sup-
ported freehand writing along with synchronized voice annotations. Annotated 
documents could be stored on a desktop that allowed for personalized information 
fi ling and organization, relying on what Nielsen (1989) called the “desktop meta-
phor to the third degree”: fi le icons were simply miniature versions of the real 
documents themselves, and could be freely moved about on the desktop interface 
and even “stapled” together. Annotated documents could be emailed to other Free-
style users, who could then replay the voice annotations synchronized with reani-
mated written annotations. Documents could also be faxed or printed for workers 
or work groups who did not have the system and for use in downstream paper-based 
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work processes. Similarly, paper-based documents could be scanned into the system 
to allow for subsequent digital manipulation.

As one of the fi rst articles I read during my graduate training a little more than 
two years after it was published, this paper provided an early “aha” moment 
because it crystallized many lessons I struggled to understand from what seemed 
like more removed accounts of groupware use and failure. Here was an exciting, 
email-like but sophisticated and well-tested groupware system that had trouble 
being adopted in the workplace. Why was this so? “Putting Innovation to Work,” 
in contrast with other papers for me at the time, provided an accessible account of 
its adoption problems, linking organizational and institutional obstacles with affor-
dances and demands of system design. After struggling with an academic move from 
cognitive studies to more socially defi ned studies of technology use, I found that 
this paper helped me appreciate some of the core sociotechnical mechanisms at work 
in a real-world groupware deployment.

For example, the paper explains how low-level workers—not managers—might 
be the ones who needed the more sophisticated (and therefore more expensive 
systems) to help them do their work. Pointing to the critical relationship between 
work practice and technology adoption, the authors found that stylus use and 
annotation creation added a new element to some types of work practice that was 
often hard for workers to adapt to, but was highly conducive to and supportive of 
other types of work, including design and engineering. A similar fi nding—that dif-
ferent kinds of workers and work groups need different ways of organizing informa-
tion—was one reason for Freestyle’s highly fl exible desktop. In a last example, the 
paper points out that informal or “unstructured” peer-to-peer communication, 
which Freestyle supported, was hard to “see” in daily business life and therefore 
appreciate as important—meaning that the benefi ts of Freestyle were in turn not 
clearly visible to the business enterprise.

As a summary of such analyses, the authors presciently noted (p. 62) that

each CSCW product develops its own architectural [i.e. design] strengths and weaknesses as 
designers make trade-offs. These design decisions have organizational effects.

This seemingly simple observation about the relationship between design and envi-
ronment is nevertheless one that is not always recognized, and it is an example of 
the analytical integration of perspectives this article offers. Rather than treat the 
challenge of adoption as a problem rooted purely in system design, or alternatively 
as a problem rooted only in matters of organizational “culture” where the “system” 
is black-boxed analytically, this analysis of Freestyle’s problems included an appre-
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ciation for how feature design could infl uence behavior, as well as how organiza-
tional constraints might mean that people use the system differently than designers 
expected or perhaps resist it altogether.

This point stayed with me and became a central one in my dissertation research, 
where I considered the differences in how groupware calendar systems were used 
in two global high-tech companies. In one case, the default privacy settings were 
such that the “world” of the network could see the detailed contents of individual 
calendars. In the other, the default privacy settings allowed people to see only the 
free and busy times in calendars. In both cases, well over three-quarters of users 
maintained the default settings, leading to very different uses of the system not just 
individually and interpersonally, but organizationally as well—an effect not likely 
predicted by the original developers of what were fi rst systems with small audiences 
(Palen 1999).

“Putting Innovation to Work” also serves as a historical landmark. How the 
authors described their role in the design and deployment of the system refl ected a 
larger change that was occurring within the human–computer interaction commu-
nity at that time (Grudin 2005). The authors explained how human factors special-
ists, as they identifi ed themselves, must take into account larger matters of 
organizational structure and behavior (p. 59):

the human factors team advocated design changes to encourage adoption, while at the same 
time provided organizational consulting.

Their need to understand organizational issues signaled a time of real change, of 
a shift, to borrow from Bannon, from “human factors to human actors”:

Understanding people as “actors” in situations, with a set of skills and shared practices based 
on work experience with others, requires us to seek new ways of understanding the relation-
ship between people, technology, work requirements, and organizational constraints in work 
settings. (Bannon 1992, p. 25)

The Francik et al. paper manages in a short amount of space to pointedly highlight 
the issues raised by Bannon, making them, to a young student of CSCW, quite real. 
The very idea of “design” was expanding: it was clear that this award-winning 
system required just as careful “deployment design” as “interaction design” if it 
had a chance of being used in the real world.

I consider the Francik et al. paper to be a kind of CSCW “sampler” because it 
covers many of the critical issues that the fi eld has identifi ed and studied. It refer-
ences the big issues of critical mass, power structures, and emphasizes work practice 
over work process. Although the world of computing continues to change—costs 
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have diminished, users have more experience, and computing is increasingly ubiq-
uitous—some basic core lessons from this paper remain: design of groupware 
systems needs to refl ect and support both individual and group work, a lesson I 
carried into my dissertation work on calendar systems. The most important com-
munication to support often consists in the informal acts that make cooperative 
activity actually work. Work occurs across different kinds of media, and across 
different kinds of groups in any given organization, which may be differentially 
supported by a single system, which in turn needs to accommodate these differences. 
And, two points that dictate a very different kind of deployment strategy from what 
is often fi rst sought: power-users of information and communication technology 
(ICT) are often the clerical staff, not management; and group interaction is not best 
anticipated by organizational charts.

In spite of these contributions, and though it also appeared later in the Baecker 
et al. 1995 HCI reader, “Putting Innovation to Work” has drawn less attention 
than other CSCW papers on system deployment. For example, an important and 
well-loved piece, Wanda Orlikowski’s “Learning from Notes,” appeared one year 
later, but received far more notice, even though some of its contributions are 
similar.1 For example, Orlikowski explains that successful acquisition means

ensuring that prospective users have an appropriate understanding of the technology, that is, 
that their technological frames refl ect a perception of the technology as a collective rather 
than a personal tool. (Orlikowski 1992, p. 368)

Francik et al. similarly discovered that the customer “tendency [was] to focus on 
individuals’ use of the system” (p. 56) and that less attention was paid to group 
communication:

The system’s appeal for individuals could not justify the purchases needed for critical 
mass.  .  .  .
 Unlike single-user applications, CSCW systems must meet the needs not just of many 
separate individuals but of entire groups. (1991, pp. 56, 62)

Orlikowski’s paper is outstanding. But the prescient fi ndings from “Putting Inno-
vation to Work” also make it worthy, I feel, to be situated among a set of groupware 
adoption papers that are important markers of CSCW’s intellectual history.

Ellen Francik, Susan Ehrlich Rudman,2 and their Wang colleagues, in this paper 
and elsewhere, offered valuable insight during the early days of multiuser applica-
tion design and deployment. Regrettably, one of those voices is now silent. Dr. 
Rudman, before her untimely passing in 2003, developed a signifi cant body of work 
on online communication systems, including papers on scheduling and calendaring 
systems that infl uenced my thinking and again demonstrated the link between design 
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and organizational use (Ehrlich 1987a, b). She continued her innovative work on 
communications systems at US WEST’s Advanced Technologies Lab, marrying her 
insight with real, practical design and deployment. It is that ability and analytical 
skill that is refl ected in “Putting Innovation to Work.” Though the paper addresses 
matters of technology use in a work environment, it continues to offer to students 
of collaborative computing today clear and accessible identifi cation of some of 
the “big problems” that are encountered in any signifi cant deployment of a 
collaboration-support system.3

Notes

1. At the time of this writing, the “Learning from Notes” paper had over 550 citations 
according to Google Scholar (http://scholar.google.com/; searched 12 May 2006), whereas 
“Putting Innovation to Work” had about 50—an order of magnitude of difference.

2. Susan Ehrlich Rudman also published under the names Susan Ehrlich and Carrie 
Rudman.

3. This manuscript was prepared while the author was on sabbatical from the University of 
Colorado and employed by the Center for Interactive Spaces at the University of Aarhus 
(Denmark).
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My mother was diagnosed with leukemia in February 2005 and was immediately 
admitted to a California hospital to undergo chemotherapy. She was obviously 
concerned about her illness, but she was more disappointed that she could not be 
in Pennsylvania to meet my fi rst daughter, Samantha, who had been born two days 
after her diagnosis. In the best case, she would have been in the waiting room to 
see her fi rst grandchild just after her birth. Since her health made travel impossible, 
she had to wait a few hours for me to get to a computer and upload digital photo-
graphs to my Web site. Not a bad substitute, but nothing can compare to “being 
there” for a grandmother.

We shifted from photographs to video conferencing once my daughter moved 
into her new home. My mother couldn’t be in Pennsylvania to hold her grand-
daughter, but she could spend a year watching her learn to hold her head up, sit 
on her own, and crawl over to the camera to give kisses. It wasn’t “being there,” 
but it was the best we could do.

Somewhere during the year of video conferencing, I was reminded of a paper by 
Jim Hollan and Scott Stornetta (1992) entitled “Beyond Being There.” I fi rst read 
the paper in a graduate human–computer interaction course taught by Louis Gomez, 
not long after its initial publication. It seemed like a warning to researchers develop-
ing computer-mediated communication (CMC) at the time. They described develop-
ers’ intentions to create systems that could provide rich interactions similar to 
face-to-face (F2F) conversation, a gold standard they referred to as “being there.” 
The “beyond” in the title of their paper challenged the HCI community to develop 
CMC tools that people prefer to use even when given the option of communicating 
face-to-face.
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My mother was perfectly happy to watch her granddaughter’s growth on a fi fteen-
inch screen during her chemotherapy, but she certainly didn’t resort to her computer 
when they fi nally met in person. Video was a good surrogate for face-to-face inter-
action, but “being there” allowed Grammy to hug, kiss, and play with her baby. 
Even smelling dirty diapers seemed like a treat during their occasional face-to-face 
meetings.

Hollan and Stornetta provided an analogy for thinking about telecommunications 
tools that involved comparing crutches and shoes. A person who injures a leg often 
uses crutches to assist mobility, but he will stop using them once he returns to full 
health. However, humans wear shoes regularly, because they facilitate mobility better 
than does running around barefoot. CMC tools like video conferencing were described 
as crutches for communication, rather than shoes, as they provide temporary value 
until physical contact can be established. No grandmother would ever consider video 
conferencing when she could be sitting face-to-face with her loved ones.

Beyond Being There Revisited

“Beyond Being There” eventually challenged researchers to design communication 
tools that contribute added value to face-to-face interactions. This challenge essen-
tially revisits ideas previously articulated by Vannevar Bush (1945), Douglas 
Engelbart (1962), J. C. R. Licklider (1960), Marshall McLuhan (1994), Ted Nelson 
(1974), and other proponents of computation as a means to augment human per-
formance. Like those researchers, Hollan and Stornetta were interested in designing 
tools to extend human communication capacities rather than to replace face-to-face 
interactions.

More specifi cally, Hollan and Stornetta argued that the ways computational 
media support asynchronous, anonymous, and automatically archived communica-
tions could provide interactions superior to F2F. They provided a number of 
examples that are taken for granted now, sixteen years after the paper’s publication. 
They describe “ephemeral interest groups”: these are what we currently see in 
newsgroups, Weblogs (blogs), and Wikis. Their “meeting others” example are 
today’s home pages on the Web and sites like Myspace and Facebook where indi-
viduals share personal information in communal settings. Their ideas concerning 
automatically archiving activities have been realized in projects like Classroom 2000 
(Abowd 1999) and MyLifeBits (Gemmell et al. 2002).

There are many examples of CMC tools designed for distributed communication 
that also enhance face-to-face interactions. For instance, I was in a face-to-face 
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meeting at a major computer company a few years ago. As various people took 
turns giving presentations at the front of the room, everyone else sat typing behind 
their laptops, commenting on what was being said over instant messaging (IM). 
Although we were all face-to-face, IM provided ways for us to have productive 
metaconversations about the ongoing discussions.

Similarly, I’ve been using 37signals LLC’s Basecamp1 application in my research 
and teaching for over a year. Basecamp is essentially a Web-based project manage-
ment system that allows people to share fi les, generate to-do lists and milestones, 
and post messages. My research group creates and stores all of our content and 
discussions asynchronously. Since these are automatically archived, the tool is 
invaluable during face-to-face meetings when we need to retrieve documents, update 
milestones and to-do lists, and coordinate future goals based on past progress.

To use Hollan and Stornetta’s analogy, IM and Basecamp are more like shoes 
than crutches (at least in my daily routines). Despite the focus on communications, 
the paper’s main argument—enhancing versus mimicking human performance—can 
be applied to many areas of computational design. For instance, search engines 
aren’t communication tools per se, but I often see students “googling” terms as I 
introduce them in my classroom teaching. Google and other search engines actually 
allow me to conduct better student-centered teaching, as I can throw out broad 
concepts and know that students will research them and share their fi ndings during 
the class period.

The challenge posed to designers in “Beyond Being There” is to develop systems 
that are in some sense more revolutionary than evolutionary in their ability to 
enhance human performance or needs. Those needs can take many forms, including 
communication, productivity, and learning. My students and I have tried to live up 
to Hollan and Stornetta’s challenge over the years by designing opportunities for 
face-to-face learning that emerge as a result of the presence of computational tools. 
For instance, we’ve developed systems that act as conversational props in medical 
interviews (Smith et al. 2007). Our visualizations synchronize physiological data 
with patient photographs of their behaviors: the resulting visuals allow nutritionists 
and other medical practitioners to see relationships between behavior and health 
and to better prescribe treatments and alternative routines during face-to-face 
consultations.

Terms like “emotional design” and “experience design” have recently become 
part of the HCI vocabulary (e.g., McCarthy and Wright 2004; Norman 2003). 
Researchers in these areas argue that we do more than use computation: We live 
with it. Those lived experiences have rational/intellectual components, but there are 
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also emotional/sensual aspects of working with technology. “Beyond Being There” 
captured the rational/intellectual side by calling for the design of machinery that 
people would want to use at all times. However, emotional/sensual side effects of 
computation may lead people to use certain systems more than others, perhaps to 
the point of beyond being there that Hollan and Stornetta’s described.

In studies of our health visualizations, we were surprised to see some patients 
describing their diffi culties coping with illness. These were often emotional discus-
sions tied to the data they had collected and explained in front of computer moni-
tors. Hollan and Stornetta did not mention that computer systems are often used 
in unanticipated ways. Opportunistic uses of computation may lead people to fi nd 
utility that is beyond being there, regardless of a designer’s intentions. We designed 
our software to elicit rational/intellectual discussions between patients and physi-
cians, but the unexpected emotional discourse around the software is perhaps more 
important for both parties.

Video provided a way for my mother to “be there” with my daughter. It was 
effective, but she relied on a different form of computation when she was face-to-
face with her granddaughter. That device was developed by Leapfrog, a toy called 
Learning Friend Lily (fi gure 23.1). Lily sings songs about numbers, colors, and 
objects on her clothing when her torso and feet are squeezed. The song lyrics (“Hi, 
I’m Lily, and you can count on me”) and melodies are simple enough for kids to 
remember and memorable (or perhaps, annoying) enough to stick in parents’ 
heads.

I imagine that Learning Friend Lily’s designers believed that young children would 
be the primary users of the toy, but my daughter’s love for the doll spilled over to 
the rest of my family. Lily came with us when we traveled to see my mother at her 
home or in the hospital, and we all sang and danced to the counting songs with my 
daughter. Lily was much more than a simple computer toy: she provided common 
ground for my mother and daughter to sing and play together. More so, I saw my 
mother disappear when she was with Lily: she became a grandmother as she 
squeezed and sang along with Lily.

At one point during my mother’s fi nal weeks of life, a nurse came out of her room 
and told us to prepare for the worst. My mother was babbling and referring to 
herself as another person, a typical sign that the end was near. A family friend went 
to the bed to listen to my mother who was quietly singing, “Hi, I’m Lily, and you 
can count on me  .  .  .” She lasted two more weeks singing that song, presumably 
thinking of her granddaughter every time she did.
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Video conferencing allowed my mother and daughter to simulate “being there,” 
but Lily played a central role in their face-to-face interactions. I was—and remain—
surprised by the impact a doll had on my mother simply because it was an object 
that my daughter grew to love. When it came time to view my mother’s body, I put 
a Lily doll with her and started it up. Upon hearing the signature tune, my daugh-
ter started dancing and singing along (as best as a one-year-old can). I’m sure my 
mother smiled and laughed from above seeing her baby dancing in a funeral home 
(I know I did).

Computers play an important role in the human experience, and I suspect Hollan 
and Stornetta would discuss the emotional dimensions of technology if they were 
to rewrite “Beyond Being There” today. All sorts of gadgets surrounded my mother, 
but none were as meaningful as her video camera and my daughter’s Lily doll in 
her fi nal year. Video let her be there with her granddaughter; Lily allowed them to 
go beyond being there when face-to-face. Whether being there or beyond, I revisit 
Hollan and Stornetta’s paper when designing new projects to remind myself that 

Figure 23.1
The best medicine for a sick grandmother was playing with her granddaughter and their 
favorite toy, Leapfrog’s Learning Friend Lily.
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one goal of computational design should be to enhance human experiences, both 
intellectual and emotional.2

Notes

1. See http://www.basecamphq.com/.

2. Thanks to Louis Gomez for introducing me to “Beyond Being There” in his HCI course, 
to Samantha for showing me a new way to appreciate computation, and to my mother for 
inspiring me to go beyond for thirty years and more.



V
Refl ective Practitioners

One challenge of interaction design is the speed with which things change. Technol-
ogy advances, media evolve, and work practices adapt—the rates of change can often 
be measured in months or years rather than decades. A core competency in interaction 
design is understanding how to approach new technologies or media and how to use 
known media in new ways. The essays in this section are by refl ective practitioners 
and are about work by refl ective practitioners. They examine how designers have 
approached designing technologies for voice, graphics, animation, video, and infor-
mation spaces. They consider problems ranging from how to design something before 
the technology exists to how to come to grips with an unfamiliar design terrain.

The fi rst two essays provide contrasting answers to these questions. Chris 
Schmandt’s essay describes the development of the “Wizard of Oz” technique by 
John Gould and his colleagues, and reminds us of the immense amount of work 
that went on “behind the curtain” during their study of a simulated listening type-
writer. In contrast, in “Seeing the Hole in Space,” Steve Harrison describes the early 
interactive artwork by Kit Galloway and Sherri Rabinowitz that opened a real-time 
video connection between sidewalks in New York and Los Angeles, and refl ects on 
the role of art in advancing our ideas about technology and its possibilities. Next, 
we move into the realm of visual design. Scott Jenson discusses Edward Tufte’s 
“1 + 1 = 3” visual design principle and, inspired by a mishap in an elevator, consid-
ers its general applicability to interaction design. In the next essay Jodi Forlizzi 
describes the intersection of computation and typography fostered by Muriel Cooper, 
and the subsequent development of kinetic typography. From visual design we move 
into territory more familiar to mainstream HCI, with Steve Whittaker’s reexamina-
tion of Allison Kidd’s “The Marks Are on the Knowledge Worker,” and Paul Aoki’s 
discussion of “Voice Loops” by Watts and colleagues. The section concludes with 
Paul Resnick’s “Decomposing a Design Space,” in which he reminds us that, in 
addition to his foundational work on Fisheye Views, George Furnas’s paper made 
a further contribution in its use of a design space as an analytical framework.
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A Simulated Listening Typewriter: John Gould 
Plays Wizard of Oz

Chris Schmandt
MIT Media Lab, Cambridge, Massachusetts, U.S.A.

J. Gould, J. Conti, and T. Hovanyecz, 1983: “Composing Letters with a 
Simulated Listening Typewriter”

In the early 1980s I had the fortune to design and build some of the fi rst speech-
based conversational human interfaces, in projects such as “Put That There” and 
“Phone Slave.” My “fortune,” in part, was access to $70,000 speech recognition 
equipment; that price provided near real-time recognition of fi ve words spoken 
together, out of a vocabulary of 120 words.

Although many industrial and academic researchers at this time were developing 
speech recognizers, which would of course become cheaper and better, the high cost 
of early hardware kept speech systems at the periphery of HCI research. Although 
quite enthusiastic about speech input, I believed it was essentially error-prone, neces-
sitating appropriate interfaces applied to domains where the benefi t of hands-free 
operation outweighs limited recognizer accuracy. With my computer science educa-
tion I could decode the digital signal processing (DSP) math in the speech algorithm 
publications, but I nonetheless felt somewhat of an outlier in the HCI community, 
where few were exploring actual speech interfaces. Then I met John Gould.

Evaluating a Device Before It Exists

By the late 1970s speech recognition was just starting to migrate from research to 
product; that $70,000 recognizer I used in 1980 was the top of the line. Products 
were computationally limited, although specialized digital signal processors appeared 
around 1980 and soon improved performance. Indeed, the glamour at the time was 
in algorithm development, be it DSP techniques, methods of characterizing speech, 
or effi cient language modeling for very large-vocabularies. Speech recognition was 
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improving and becoming more available, but, especially with hindsight, the rate of 
progress was exaggerated.

Yet, if one adopted a speaking style conducive to recognition, it was a thrill to 
control a computer with one’s own voice. What excitement for a young HCI 
researcher! I was certain that appropriate user interfaces would allow error-prone 
recognition to be useful to certain communities in some situations. John Gould 
wanted to prove it.

John worked at IBM’s Watson research center, which was also the home of IBM’s 
fl agship large-vocabulary continuous speech recognition project, under Fred Jelinek. 
Researchers were building dictation-style systems that would be able to create text 
documents from speech, without a keyboard. This was a large (twenty-year) and 
ambitious project; and, as with all speech recognition work, it faced several trad-
eoffs. First, the greater the number of words to recognize, the harder the recognition 
task, as more and more words begin to sound similar as vocabulary size grows. 
Second, we slur words together in “connected speech,” but it is much easier com-
putationally to recognize “discrete speech,” in which the talker pauses, unnaturally, 
between each word.

John’s research, summarized in a dense but succinct paper (Gould, Conti, and 
Hovanyecz 1983), tried to answer questions such as:

Would people enjoy using recognition for dictation?

Would such a system be speedy and effi cient?

Could naive users dictate high-quality documents?

What are the usability tradeoffs between vocabulary size and speaking style 
(connected vs. discrete)?

As editing commands may be confused with input text, are there differences 
between composing drafts and “fi rst time fi nal” documents?

How would these results change once potential users gained experience with the 
technology?

It was impossible to evaluate actual recognizers; they were not yet robust enough. 
So John developed what later became known as the “Wizard of Oz” technique, in 
which a hidden human manipulates a computer interface under evaluation, without 
knowledge of the subjects. Specifi cally, a subject spoke into a microphone in front 
of a computer monitor, and a skilled typist in another room listened in and typed 
the text. An algorithm intervened before text was displayed to enforce the charac-
teristics of different classes of simulated recognizers. The typed words were fi ltered 
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against lexicons of 1000, 5000, or unlimited vocabulary; a word out of vocabulary 
was replaced with “••.”1 When a discrete speech recognizer was being simulated, 
the subject’s audio was muted for a few seconds every time the typist started enter-
ing a word.

The paper describes two similar experiments; in each, subjects were asked to 
compose letters making requests, such as a job or grant application, using various 
simulated recognizer confi gurations, and different composing methods (draft or fi rst-
time-fi nal). Subjects used all the different confi gurations, which were compared using 
within-subject metrics for speed, length of the letter and its “effectiveness,” and 
subjects’ self-expressed preferences. In the fi rst experiment, subjects also composed 
letters by hand, to establish a baseline. Effectiveness was partially based on rank 
ordering by English teachers judging whether a reader might grant the request. These 
subjects, who were inexperienced with dictation, participated for two days each.

Dictation in itself is not new, and in fact contemporary (in 1983) users of dicta-
tion were most likely the early adopters and most perceptive critics of a computer-
ized replacement. In the second experiment, subjects were experienced IBM 
executives who routinely dictated to tape or directly to secretaries taking shorthand. 
These experienced users also composed baseline letters using both conventional 
dictation equipment and a secretary taking shorthand during their day-long 
participation.

Concise tables and graphs in the paper summarize the voluminous data. It is 
striking (and, I think, testimony to John’s thoroughness) that subjects participated 
for long durations; this lends credence to the results. Many results were consistent 
with hypotheses, simply quantifying the expected (e.g., larger vocabulary is better, 
and connected speech is the preferred input modality). It is noteworthy that the 
masquerading of human as computer system—the Wizard-of-Oz approach—seemed 
entirely convincing to the subjects. This is described repeatedly, in discussing both 
naive and experienced subjects, thereby supporting the validity of “simulation” for 
evaluating interfaces preceding full hardware or software development. Today, this 
technique is common, but imagine how refreshingly novel it was twenty-three 
years ago!

This experiment also reveals the importance of between-subject variability. Espe-
cially in the fi rst (naive users) experiment, variability of composition time was much 
greater between subjects than between conditions. And this is an important variable; 
the judges’ ratings were correlated with composition time. For the experienced 
dictators, between-subject variability of composition time was half that of naive 
subjects, and the judges found their compositions to all be of similar quality.
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Interestingly, the naive users found the small vocabulary size condition more 
frustrating than that of discrete speech input. I found this surprising, as I have 
always had trouble speaking in isolated words, except when responding to discourse 
in which the system takes the initiative. This may, however, have been an artifact 
of the experiment. With discrete input, subjects received immediate feedback as to 
whether their input was within vocabulary and recognized. With connected speech 
the error might not be noticed until several words had been spoken, and editing 
commands were quite limited. Furthermore, the experienced dictators found discrete 
input less desirable than connected for each vocabulary size tested.

The naive users of the fi rst experiment would rapidly become expert users if they 
adopted recognition once it became available. Although many results for the prac-
ticed dictators were consistent with those of the naive subjects, there were some 
telling differences.

Although the experienced subjects worked well with the better recognition condi-
tions, their remarks were not nearly as “enthusiastic” and pointed out more weak-
nesses of the simulated recognizer confi gurations. They were more bothered by both 
limited vocabularies and discrete input. Although they enjoyed seeing their results 
as they spoke and not having to worry about word spelling,2 they consistently found 
the recognition conditions to be annoyingly slower than the dictation to which they 
were accustomed. In other words, inevitable limitations of the technology are a 
signifi cant limitation to its utility, after some initial period in which computer-
assisted dictation is more highly rated.

The implications to research in recognition algorithms were several. First, vocab-
ulary size is critical. Second, the integration of editing with text input must be 
addressed. Finally, although the listening typewriter is an attractive invention, its 
perceived performance will be critical to acceptance.

The Legacy of This Paper

What does nearly twenty-fi ve years of hindsight reveal about this paper? Most strik-
ing is the success of its “simulation” or Wizard-of-Oz methodology, a technique 
John Gould had already been developing in previous studies. It is now a well-
established and accepted method of evaluating emerging technology, although, 
unfortunately, today many studies draw conclusions after much less exposure time 
to subjects.

Equally important are issues in human factors of speech recognition systems, for 
dictation and more general use. Predicted problems with small vocabulary size and 
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discrete input delayed the deployment of dictation products, and not surprisingly 
early discrete speech products were not very successful. But now, when large-
vocabulary connected-speech dictation systems perform remarkably well at con-
sumer prices, they still have not been hugely successful. Part of the reason is not 
technological at all, but rather social. Today’s equivalents to the midlevel IBM 
managers who were using dictation in 1983 now type their own memos and email. 
Computers became essential for so many tasks that kids learn to “keyboard” in 
elementary school; it is hard to imagine a college graduate who cannot type!

Although John’s experiments utilized an experienced typist, that was the one 
condition which was not evaluated against the recognition scenarios, presumably 
because typing was not then a widespread skill. But the shortcomings of recognition 
as compared to dictation are also aptly compared with word processing, which 
provides the same advantages (e.g., document visible during production, spell-
checking) the experts appreciated. In short, perhaps the business world needs this 
invention less today. Alternatively, it is the poorly educated who might benefi t the 
most from dictation as a means to access the online information world; automatic 
dictation may shine as a literacy tool (Shankar 2005).

But John’s work unequivocally shows the value of determining, by human factors 
analyses, for whom and how an emerging technology may best be appreciated. In 
fact, we all use recognition on an almost routine basis over the telephone now, 
where it compares more favorably to a telephone keypad than it might to a com-
puter keyboard. In any case, this work helped convince me that research into speech 
interfaces was a worthwhile career, but care must be taken to craft such interfaces 
for users who could benefi t in direct ways. In particular, this led to years of work 
into telephone-based conversational agents (Marx and Schmandt 1996) and mobile 
speech interfaces, such as real-time spoken driving directions (Schmandt and Davis 
1989).

Notes

1. A minor nit here: in reality recognizers are equally likely to simply replace an out-of-
vocabulary word with some other word from the active vocabulary. This makes it harder for 
the user to realize when a mistake has been made.

2. One presumes that those who often dictated had no experience with word processors with 
built-in spell-checking, or that the latter was not a readily available feature in 1983.
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Seeing the Hole in Space

Steve Harrison
Virginia Tech, Blacksburg, Virginia, U.S.A.

K. Galloway and S. Rabinowitz, 1980: Hole in Space (video)

This is a story about how one little-known work of art changed the way I think 
about video-mediated communication. In turn, it has shaped the fundamental 
insights that have formed much of my CSCW work and gone on to spawn research 
by many others. It was called Hole in Space. The extant, scanty documentation can 
be found at http://www.ecafe.com/getty/HIS/. I’m going to talk about what it was 
and how it affected me, and fi nally give some thought to its specifi c and general 
implications for current and future research and researchers. There are lessons for 
researchers in many parts of the story—even in how I came to know about it. But 
I am getting ahead of myself.

The Media Space

Coming to Xerox PARC in 1985, I was one of the instigators of the Media Space 
project. The Media Space was the fi rst research project on electronically created 
shared work spaces. Open, always-on video, shared computing environments, and 
reconfi gurable audio environments created connected offi ce spaces at a distance. 
Although it would later spread, when we fi rst encountered Hole in Space in 1986, 
the Media Space existed entirely in the System Concepts Laboratory at PARC, which 
was split physically between Palo Alto, California, and Portland, Oregon.

The fact that three of the creators, Bob Stults, Ranjit Makkuni, and I, were all 
architects had implications at three levels. The fi rst is that we were all concerned 
with the creation of place from space; the second is that we saw people as legitimate 
creators of their own places; the third is that we were accustomed to working in 
large shared drafting rooms and wanted to use that as the model for collaborative 
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workspaces. We saw it variously as supporting a distributed group, as supporting 
collaboration, and as a design environment. Furthermore, we saw these character-
istics as connected; collaboration—“the social practices of design” as we referred 
to it—should be enabled by the spatial characteristics of a drafting room (Stults 
1986; Bly, Harrison, and Irwin 1993; Harrison et al. 1997). But the drafting room 
model was not the only way that the Media Space and its various progeny were 
used: we were pleased that some people would use it to create continuous offi ce 
sharing, while others would use it to roam the virtualized hallways and common 
areas, and yet others would just use it to look out a window in another offi ce. In 
all of these uses, we saw Media Space as being about space and place.

How I Came to Learn about Hole in Space

A friend of mine, also an architect, called one day to say that I should talk to a 
couple of tenants living in an apartment owned by his mother in Santa Monica 
(near Los Angeles). This did not sound very promising, but he was a friend. He 
explained that the tenants—Kit Galloway and Sherrie Rabinowitz—were artists, 
working in what they called “aesthetic research in telecommunications.” What 
could that mean?

I was wary that my friend’s recommendation resulted in part because his mother 
was concerned that they were not getting commissions for their art work and thus 
might become deadbeats; PARC looked pretty fl ush in the mid-1980s. Immediately 
after my fi rst phone call to Galloway and Rabinowitz, they called back with plans 
to fl y up to Palo Alto to meet with us about how we could work together. This was 
both gratifying and worrisome.

Although such technologies are now commonplace features of computers, in 1986 
video-mediated connection was not considered part of computing or networking 
research. It was certainly outside of offi ce systems research and therefore was almost 
too radical for most people to comprehend. Computing workspaces supported 
“tasks” not space that could be social, task-oriented, ambient, or any number of 
other truly spatial characteristics. Nonetheless, a couple of people had “gotten it”; 
a researcher from NTT in Japan came to visit and was excited by the shared drawing 
components and the seamlessness created by thinking in terms of space and not 
application. That researcher was Hiroshi Ishii who went on to Media Lab fame. 
Bill Buxton from University of Toronto also came through and would argue a few 
years later that Cambridge EuroPARC should have a media space as part of its 
initial infrastructure. However, most people were seeing it as absolutely blue sky, 
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and we were frankly not sure that we knew how to work with anyone outside of 
our lab, to say nothing of working with artists.

But Sherrie and Kit came up, and presented us with a documentary video about 
Hole in Space.

The Work of Art

The Hole in Space website, alas, does not have that video—black-and-white, pos-
sibly shot on a Sony PortaPak recorder. However, both forms of existing documen-
tation show a remarkable project; over the course of three evenings in November 
1980, a hole was opened in space between the sidewalks at Lincoln Center in New 
York and those in Century City in Los Angeles. This was accomplished by project-
ing full-size images of the passersby at both sites in black-and-white in store-front 
windows, using rear-projection display of the video, and manually echo-cancelled 
full-duplex audio. There were no user instructions, no local feedback monitor, no 
explanatory didactics, just the image of a place three time zones away.

Crowds gathered quickly once the artwork was turned on. People would stop, 
realize that they were hearing what was probably the sound from the remote loca-
tion and ask the people they were seeing—total strangers—where they were. People 
at each end realized that it must be somewhere far away because of the difference 
in sky color and the way people were dressed. The people had nothing in common 
except they happened to be in the same real-virtual location at the same time. Yet 
they took the time to fi nd out where they now “were.” They asked if they were 
being seen. They asked why they were “there.”

Existential inquiry gave way to spontaneous games like charades. People behaved 
in ways they would not with strangers on the same physical sidewalk: they lingered 
instead of moving on; they were engaged with one another across the link and, in 
turn, with those next to them on the sidewalk. Because of the video mediation, these 
sidewalks and these people were creating an event and a fl eeting community.

As creators of the Media Space, we resonated with what we saw in this project. 
It expanded our understanding of the great potential we were playing with. In the 
corporate context of our work, we focused on the quotidian aspects of the Media 
Space and justifi ed the aesthetic ones in terms of pragmatic ends—keeping our split 
laboratory together. What we realized from Hole in Space was that we might be 
able to truly alter our sense of community. In fact, “community” was very power-
ful juju in our Laboratory. The Systems Concepts Laboratory had a long tradition 
of close togetherness, of actively maintaining the social fabric of the group. This 
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had become a de facto part of the research with half of the research staff located 
in Portland. The Media Space already had elements of lab community, but Hole in 
Space showed that media space might be a way to engage and constitute community 
differently. It was truly art in that it made us see our familiar world with new 
eyes.

Yow! What a possibility.
I know Sherrie and Kit were disappointed that we did not have a project in mind 

nor did we see them as consultants. It was a very odd position to be in—while 
justifying very expensive computers was quite easy for researchers at PARC at the 
time, justifying the purchase of any sort of video or audio equipment, to say nothing 
of hiring video artists as consultants, required enormous amounts of argumentation 
and took months. But here were artists who had worked with live coast-to-coast 
broadcast-quality video feeds that had cost hundreds of thousands of dollars to set 
up. They must have wondered why we didn’t just write them a big check on the 
spot. But because of facts of PARC culture and because it took us too long to 
understand their contribution, this was not on the table.

The Contributions

In the moment, Sherrie and Kit showed us the possibility of radical reseeing. But 
over the years since then, I have come to see other radical messages inherent in their 
work. We had been focusing on space and place in mediated connection. Beyond 
new forms of community, they showed us that events were also an essential element 
of mediated communications. However, because they were performance artists, 
creating events was such deep background that they never talked about the “event-
ness” of what they were doing, only the nature of the particular events. By the time 
I coauthored “Re-Place-ing Space” (Harrison and Dourish 1996), this had become 
obvious to me. I noted that mediated connection is composed and explainable in 
terms of people, events, and places, but that placeness and spaceness overshadowed 
eventness then.

The Medium Is the Message

Artists work with media. It is obvious that Kit and Sherrie used telecommunications 
systems as the medium of their art, and that’s why they called it “aesthetic research 
in telecommunication.” I came to realize over the years that telecommunication was 
only one part of their medium. If you look at other projects on the website, you 
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will notice that most of the artwork is about social connection that attempts to 
break down alienation through mediated connection. Thus, their other medium was 
human relations.

Human relations as an art medium? Since they were working with human rela-
tions, they were open to showing and seeing the effect of telecommunications absent 
the rhetorical and actual aspects of spatiality. “Hole in Space” was a cute title and 
it did describe the “physics” of the situation in quasi–science fi ction terms, but it 
was the social realm in which they operated most effectively.

They also took a very direct stance to their subjects and their media. That is, they 
did not base their work on irony. This made them not very hip. Thus many in the 
art world found it diffi cult to take this work seriously. Yet there was irony present 
at a different level; it was the irony of the separation that creates connection. It was, 
at least, a refl ection about relationship engendered by strangeness.

Pioneering Efforts, Commodifi ed Results

There is another kind of irony in their work as well. Sherrie and Kit became quite 
attached to the idea of cafés as community centers. These cafés located in different 
L.A. neighborhoods were linked together using fax, chat, and slow-speed video. The 
last project listed on the website is Electronic Café International. It took the model 
of the electronic café and tried to extend it to the entire world. It abstracted the 
social qualities of creative people encountering one another as part of communities 
attached to particular locations.

What they did not foresee was the Internet. The Internet did not need the ground-
ing of particular locations. Encounters could happen almost without any context 
or excuse in cyberspace. Worse, they did not see how arty café culture would 
become co-opted and commodifi ed by chain coffee houses selling hip Euro-style 
ambiance and connected by wireless service providers out to make a buck. Ideas, 
inspiration, human connection, community were not the central reasons to hang 
anymore. The irony is that Kit and Sherrie are known in the art world for these 
electronic cafés and not the body of their work, including Hole in Space (Wilson 
2002).

But we must acknowledge the insight they had. And we should be very careful 
not to be dismissive when someone says that we should look at the research 
being conducted by artists who are tenants of the mother of some random 
acquaintance.
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Edward Tufte’s 1 + 1 = 3

Scott Jenson
Google, Mountain View, California, U.S.A.

E. R. Tufte, 1990: Envisioning Information

Visual activation of negative areas of white space in these exhibits illustrates the endlessly 
contextual and interactive nature of visual elements. This idea is captured in a fundamental 
principle of information design: 1 + 1 = 3 or more. In the simplest case, when we draw two 
black lines, a third visual activity results, a bright white path between the lines. . . . Most of 
the time, that surplus visual activity is non-information, noise, and clutter.

—Edward R. Tufte, Envisioning Information, p. 61

The above quote comes from chapter 3, “Layering and Separation,” of Envisioning 
Information. Though only a modest part of Tufte’s broader work, this chapter has 
had a profound impact on my work as an interaction designer. On the surface, the 
chapter is about how layering and separation can calm the visual clutter that comes 
from 1 + 1 = 3. There is, however, a very clear corollary to interaction design.

Let’s review the basic idea. A single line is just a line. However, by adding a 
second parallel line, something special happens: a third “object” is created. This 
object is the white space, or negative space, between the two lines. (See fi gure 26.1.) 
The effect can be seen in graph paper, musical staffs, and displays that use boxes 
to enclose sections. The desire to separate and delineate information is well intended, 
but the heavy-handed and simplistic use of lines and boxes has an unintended effect: 
the cure creates its own side effects. Tufte closes the chapter by redesigning a visual 
guide for a fl ight handbook, calming down the effects of 1 + 1 = 3 and producing 
a signifi cantly calmer and clearer presentation.

Applying 1 + 1 = 3 to Interaction Design

I’ve always enjoyed Tufte’s works on multiple levels: their clear thinking, the impec-
cable craftsmanship, and sheer, “here, let me show you” executional brilliance.



162  Scott Jenson

However, the direct transference into actual interaction design came to me while 
I was in an elevator. Just as the doors began to close, I could see a woman with a 
large suitcase running toward me. Sympathetically, I reached down to push the 
“door open” button. To my horror, I pushed the “door close” button by mistake 
and the doors slid silently shut. As she could clearly see me reaching over to push 
a button, it looked to her like and I had intentionally closed the doors. I was 
mortifi ed.

Standing there in the now empty elevator, I couldn’t help but thinking I had been 
set up. This wasn’t simply “pilot error”; there was something very wrong. I took 
out my camera and took a picture of these buttons (shown in fi gure 26.2). As I 
refl ected on the experience, it became clear that as I had reached down to push the 
“open” button, I had been confronted with not one but two buttons: the open and 
the close button. I had to choose, in a split second, which to push. There was a 
momentary panic as my brain tried to decode arrow direction and expected outcome 
and, as most errors have it, I choose the wrong one.

I realized at that point that I was staring at the interaction design equivalent of 
Tufte’s 1 + 1 = 3. If there had just been a single open button, my choice would have 
been clear. But as there were two buttons, a third “object” had been created: the 
cognitive load required to visually parse, understand, and then choose the correct 
button. This extra load is the unseen, untallied cost of feature creep.

Figure 26.1
Tufte’s lines.

Figure 26.2
Original elevator buttons.
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Where Tufte discussed visual clutter, we interaction designers have cognitive 
clutter. His solution of layering and separation also works for us. The intent is to 
separate the data from the framework that surrounds the presentation of the data. 
In earlier chapters, he calls this “data ink,” the actual data that we need to interpret, 
and “chart junk,” the labels, grids, and overall framework for presenting the data. 
It may seem counterintuitive to interaction designers, but Tufte celebrates complex-
ity. However, this is only within the data, not the chart junk. He ruthlessly removes 
excessive presentation detail that is not central to the data itself. That is the crucial 
insight: what excessive “presentation details” of our user interfaces are making 
decisions more complex?

There are two design sins that these elevator buttons have committed. The fi rst 
is sloppy presentation. The buttons are identical in size, shape, and color. But, more 
important, the icons are nearly identical. There are just two elements, a triangle and 
a line, that make up the design of the open and close icons. A very clever reduction-
ist approach, it nevertheless presents two icons that need to be deconstructed in 
order to ascertain which one is open and which is close. Bottom line: they are 
buttons that “make you think.”

The second sin assumes that the need for both of these buttons is self-evident: an 
“open” button requires, even demands a corresponding “close.” This seems so clear, 
so obvious, that in pointing it out to many people, they think I’m completely over-
reacting. However, this is the beauty of this design problem. It is the perfect example 
of Tufte’s 1 + 1 = 3. Not only is the presentation creating clutter, but the very 
existence of the second button does so as well. We need to understand this cost, 
not because we must remove the second button, but because we must be sure the 
cost is worth it.

Fixing Sin 1: Reduce the Clutter

In order to redesign the buttons, we must fi rst understand their context of use. I’m 
simplifying a bit but the open button is usually a spur of the moment, one-shot use. 
It is used by novices in an infrequent act of helping others.

The close button is much different: it is meant for people who are in a hurry. 
They will use this button frequently, possibly pushing it multiple times in a single 
trip. It is used by expert users who perhaps drink a little too much coffee.

This allows us to address the cognitive clutter problem much more clearly. The 
open button is a more “panic use” button. It needs to very clearly labeled, possibly 
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even much larger than the close button. It has to be very obvious and easy to under-
stand. The close button can be made harder to fi nd. This isn’t a concern, as it will 
be used repeatedly by a more seasoned user: they’ll quickly get over any initial 
targeting problems. Figure 26.3 shows a potential redesign of these buttons.

There are many possibilities, of course; I’m taking a fairly conservative approach. 
In this example, the open button is larger in physical size and the icon conveys the 
situation, opening the doors to let in a person. The close button is smaller and shows 
an icon of closed doors. They don’t have the extreme graphical simplicity of the 
earlier icons, but that is because they are trying to do something else: to be easier 
to decode in a hurry. One last touch: as a redundant encoding, the buttons have a 
red and green border, respectively, to further reinforce the stop/go nature of these 
buttons.

There are many quibbles you can make about these buttons: neither colors nor 
icons may internationalize well, for example. This could indeed be true. The 
broader point is the process: 1 + 1 = 3 warns us to be wary of presentation confu-
sion. Recognizing that these buttons were nearly identical was the fi rst step, as it 
framed the problem better: we had cognitive clutter. By refl ecting on what is actu-
ally required, when, and by whom, we can create a choice task that is easier for the 
target user, creating a much calmer environment for the user in which to make 
decisions.

Fixing Sin 2: Remove the Choice Altogether

The ultimate solution to reducing the clutter is to just remove the second choice 
completely. Instead of having two buttons, just go to a single button to open the 
door. This design is shown in fi gure 26.4.

In this design we have gone back to just “1.” There is no more “1 + 1” with this 
solution. While indeed this clearly solves the cognitive clutter problem completely, 

Figure 26.3
Redesigned buttons (with red and green borders, respectively).
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it usually also raises screams of protests, typically from programmers and product 
managers. For them, it is anathema to remove any functionality.

This is the tension that is at the core of most design problems: the ostensibly 
obvious value of the close button contrasted with unseen and hard to quantify cost 
of its extra cognitive clutter. Which is more important, the functionality of “+1” or 
the cost of the “=3”?

The goal here isn’t to prove that the button must be removed, but to point out 
that we have a real choice. I’ve presented this design problem in many talks and I 
always get a very strong reaction: the second button just must be there. What amazes 
me is how unquestioned the desire is to have this second button. Even if they admit 
that removing the close button reduces the clutter signifi cantly, it is still, in their 
eyes, not worth the removal of the functionality. The user just needs to “fi gure it 
out.” I believe this is a core decision-making pattern for many people, as having a 
complete list of features is easier to understand (and defend) than the more complex 
task of understanding which features are actually needed and how they are used.

In this case it isn’t as simple as having an open and a close button. The issue is 
to understand why this extra close button is needed. It isn’t just the opposite of 
open; its use is far different. The open button is used to fi x a problem, to stop a 
situation in a quick and urgent matter. The close button is quite different: it is 
primarily meant to hurry things along. The door will close no matter what; this 
button just closes it a bit faster. In fact, it really isn’t a close button at all, but, a 
“hurry” button. This is very different indeed.

If it only closes the door two seconds faster, can we really argue that this is feature 
absolutely essential? In that case, it doesn’t seem bad to remove it. However, what 
if pressing the button really does speed up the door’s closing signifi cantly, what 
then? Doesn’t that just beg the question, “Why does the door stay open so long in 
the fi rst place?” Isn’t it the case that by having such a nice and easy-to-use open 

Figure 26.4
Single button design.
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button, we could actually decrease the wait time on the elevator doors a bit so that 
there isn’t even need for the close button?

There is no perfect solution to this problem, nor should there be. The point of 
this essay is to show that design problems, much like Tufte’s 1 + 1 = 3, can be full 
of presentation clutter that confuses and complicates interaction. Many people fi rst 
react to this by denying the signifi cance of the clutter. Their second reaction is that 
the perceived cost of removing the feature is a far greater than that of removing the 
clutter. This all stems from a lack of insight. A little exploration can often unmask 
the various “close” buttons in our work as the pretentious little “hurry” buttons 
that they truly are. Just recognizing that 1 + 1 = 3 effects are possible is a powerful 
motivator to explore problems in more detail and pinpoint the underlying issues 
that are at the heart of designing an appropriate solution.
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D. Small, S. Ishizaki, and M. Cooper, 1994: “Typographic Space”

The culture of graphic design has long been known for its obsession with typo-
graphic form. As an undergraduate design student at Philadelphia College of Art in 
the 1980s, I had the opportunity to study and meet some contemporary typogra-
phers and even to undertake my own letterform design. Such began a decade of 
working with type that included setting lead characters and slugs into compositions, 
pressing plastic press type onto boards to create communications, and using a photo 
typesetting machine to create, manipulate, and generate strips of text that were 
“pasted up” into design compositions.

Desktop computers and printers such as the Apple II and the Apple Laser Writer 
revolutionized design work, as computer technology was fi rst introduced to the 
discipline of graphic design. By 1985, Aldus Corporation released PageMaker for 
the Mac (which many graphic designers nicknamed “PainMaker”), enabling text 
and photographs to be designed in a unifi ed composition and printed from a laser 
printer (printing time for an average page containing text and graphics hovered 
between forty-fi ve minutes and an hour). Graphic designers struggled to design the 
simplest of static pages within the limits of those early systems.

Yet at the same time, even more revolutionary experimentation with computation 
and typography was beginning to take place. At the Massachusetts Institute of 
Technology, a woman named Muriel Cooper was embracing the role that new 
technology could play in manipulating typographic form. Trained as a designer, 
Cooper had run her own design fi rm for many years, had been an art director for 
MIT Press, and joined the MIT faculty in 1977, teaching a class called “Messages 
and Means” that looked at graphic design in relation to technology. By 1988, she 
had formed the Visible Language Workshop, a lab that investigated issues related 
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to technology and graphic design long before the majority of traditional graphic 
designers had even begun to engage with technology.

Along with graduate students Suguru Ishizaki and David Small, Cooper began to 
explore how time and interactivity could serve as design variables in typographic 
design. An early system, called Typographic Space,1 applied typographic variables 
used in two-dimensional graphic design to the design of time-based, three-
dimensional information graphics. Type could be manipulated dynamically along 
the x, y, and z axes, and type could be used to create three-dimensional spatial 
compositions that provided clues about the structure of the information space.

Sadly, Cooper died of a heart attack suddenly in 1994, the same year that the 
fi rst published paper about Typographic Space appeared in the CHI Conference 
Companion Proceedings. Cooper’s work was carried on by her graduate students 
Small, Ishizaki, and Yin Yin Wong.

The paper described the Typographic Space system, which allowed the designer/
programmer to lay out text in a very large three-dimensional space, and to apply a 
basic set of typographic attributes (for example, color, size, and style such as italic 
or bolding) to the layout. Once composed, a reader could move through the 
three-dimensional typographic space using just a mouse and keyboard, changing 
viewpoint and viewing distance.

This radical approach—offering the reader a nonstable viewpoint and a means 
for viewing typographic information in three dimensions—revealed several design 
issues, which were discussed in the second half of the paper. The fi rst issue the 
authors discussed was that of distortion, caused by perspective and the arbitrary 
movement of a viewpoint. In extreme cases, text could be illegible, or even appear 
as a line or disappear entirely. The second issue was related to type size. When the 
reader “travels” through the layout, the size of typographic elements changes, ren-
dering type size to be a less than effective visual cue. The third issue was that of 
sense of space, or perception of nearness to a typographic element. A reader could 
have trouble differentiating elements that are close by and those that are large but 
at a further distance. Finally, when adding motion and interactivity as design vari-
ables, speed of movement and view angle had to be carefully controlled to ensure 
that layouts were maximally legible.

The Typographic Space system opened up many new possibilities for designers 
to create expressive typographic compositions. With the addition of motion as a 
design variable, a new research domain emerged within interaction design and 
human–computer interaction.
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In 1996, Ishizaki joined the design faculty at Carnegie Mellon University after 
receiving his Ph.D. from MIT, and work on what is now known as kinetic typog-
raphy continued to expand and grow.2

In the two years that followed, my colleague Shannon Ford and I worked with 
Ishizaki as graduate research assistants at Carnegie Mellon University, creating 
hundreds of systematic studies of letters, words, phrases, sentences, and short dia-
logues, in order to understand the potential of this new communicative medium 
(Ford, Forlizzi, and Ishizaki 1997). The process was labor-intensive, taking hours 
to implement subtle effects, and revealing (to us, at least) a drastic need for tools 
to support more quickly designing kinetic typography. Using Macromedia Director, 
we changed the color, size, and position of type throughout a composition. The 
addition of time as a design element further enriched the communicative potential 
of typography and enabled developments in both design methods and tools 
for designers working in the fi elds of interaction design and human–computer 
interaction.

One of our infl uences in the research was a set of psychological studies of percep-
tion and reading that helped us to understand the communicative potential of kinetic 
typography. One fruitful presentation method, known as Rapid Serial Visual Pre-
sentation (RSVP) (Potter 1984), displays text one word at a time in a fi xed position 
on the screen. Perception studies have shown that because scanning eye movements 
are unnecessary when using RSVP, this text can be read more rapidly than static 
text. The RSVP technique proved to be advantageous for designers because it 
allowed words to be treated independently and minimally, often using one design 
variable such as bolding. Designers saw RSVP as a means for trading time for space, 
potentially allowing large bodies of text to be shown at readable sizes on small 
displays. Using just a few design variables, such as bolding and italics, along with 
the RSVP presentation method, resulted in the effective communication of the emo-
tional intent of a message (fi gure 27.1).

Figure 27.1
RSVP is used to convey emotional content in a story.
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We learned that aspects of pitch, loudness, and tempo can also be effectively 
conveyed. For example, large upward or downward motions can convey rising or 
falling pitch. Speed of delivery and tempo are temporal effects, and we found these 
could be expressed by manipulating timing, duration, and pacing.

We also discovered that analogous motion, mimicking human and lifelike action, 
was a compelling means of conveying emotive content. For example, we used small 
vibrations to illustrate trembling, which conveyed emotions such as anticipation, 
excitement, or anger. Slow rhythmic motions reminiscent of calm breathing appeared 
to induce feelings of empathy.

We also found kinetic typography to be successful in portraying characters and 
dialogue (fi gure 27.2). Design variables were used to establish identifi cation and 
reidentifi cation of a character over time. Recognition was handled through distinct, 
persistent, and identifi able visual, spatial, and other properties. A second important 
technique related to character creation is attachment. The use of spatial location on 
the screen is one way to establish attachment.

Although this corpus of examples was important, kinetic type designers were not 
without compelling examples that could be used to inspire new compositions. Saul 
Bass and his colleagues had been exploring the use of moving type for years. One 
of the fi rst uses of kinetic typography was in fi lm—specifi cally, Saul Bass’s opening 
credit sequence for Hitchcock’s North by Northwest (Bass 1959) and later Psycho 
(Bass 1960). Bass, also trained as a graphic designer, designed with the goal of 
having the opening credits set the stage for the fi lm by establishing a mood and 
conveying some of the clues of the story along with conveying the information of 
the credits. Use of kinetic typography is now commonplace in television, where the 
ability to convey emotive content and direct the user’s attention aligns with the 
goals of advertising. Bass’s award-winning designs revealed the power of kinetic 
typography and its potential benefi t for other areas of digital communication.

From Saul Bass’s credits to Muriel Cooper’s vision, from the commonplace use 
of kinetic type today to the tools that have been created in response to the design-

Figure 27.2
Two characters from the Monty Python “argument clinic” sketch.
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er’s need for speed, a research domain has been created that successfully blends 
traditional graphic design with human–computer interaction. The history of kinetic 
typography is valuable for what it has helped us discover, as well as the questions 
it leaves unanswered.

Notes

1. The typographic Space video can be found online at http://www.ibiblio.org/openvideo/
video/chi/chi94_03_m4.mp4. Retrieved December 2006.

2. A showcase of kinetic typography examples can be found at http://www
.kinetictypography.org. Retrieved December 2006.





28
Making Sense of Sense Making

Steve Whittaker
University of Sheffi eld, Sheffi eld, U.K.

A. Kidd, 1994: “The Marks Are on the Knowledge Worker”

This is a quirky, stimulating, original, and wide-ranging paper. It challenges critical 
assumptions about the functions of computers; the nature of information and work 
(there are three types: knowledge, communication, and clerical); the utility of PDAs 
(their small displays limit them to being memory prostheses); and about the fi t 
between work type and system. The presentation is eclectic, mixing philosophy, 
Gibsonian psychology, and ethnographic user data to generate some provocative 
design and organizational implications. To cite just one: “Don’t encourage organi-
zations to think that storing information is an alternative to being informed 
by it.”

The paper makes two important claims about the use of computers, which I will 
review—with the benefi t of twelve years’ hindsight. But before starting, I need to 
make a clarifi cation. In one way the paper is anachronistic because it predates the 
Web, blindsiding some of its claims. However, this shouldn’t detract from Kidd’s 
main arguments, because public data (like the Web) isn’t the paper’s central focus. 
It is concerned with personal use of information, where the two claims it makes are 
profound and still highly relevant.

(1) Memory prosthesis Computers are mainly used for (and are good at) passive 
storage of information; but this type of information is not particularly useful (cer-
tainly not to the knowledge workers who are Kidd’s central interest).

(2) Sense making Computers aren’t very good at the important process of making 
sense of the information we encounter, and a radical new “perceptual” approach 
is needed to tackle this, relying on large displays and spatial layout. Current 
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techniques based on folders or future AI techniques will not solve this sense-making 
problem.

These were important claims because in 1994 the uncontested view was that 
storing lots of long-term information was a Good Thing. Hot research topics at that 
time presupposed the need to create large archives for organizational memory, meet-
ings data, and personal information. And, though not stopping that approach dead 
in its tracks, Kidd at least made researchers pause to consider their central premise. 
At that time, too, there was little HCI interest in sense making—an area previously 
dominated by AI—so that Kidd’s work created a new focus inspired by human-
centric concerns rather than AI technologies. On a more personal note, it caused 
me to reorient my research to focus more on what people did when encountering 
and working with information and less on how they organized information in the 
long term.

Computers as (Useless) Memory Prostheses

Kidd’s claim (based on observation of knowledge workers) is that there is little value 
to passively stored information, because information is useful only during the act 
of informing. Once understood and integrated into the user’s mental structures, it 
has little value and is seldom accessed.

If this is true, it’s an important and radical claim, because current research is 
directing massive efforts at helping users to construct huge collections of personal 
data, for example, in Microsoft’s infl uential Memex initiative (Gemmell, Bell, and 
Lueder 2006). Reductions in the cost of storage make it possible to “keep every-
thing,” and users are amassing large collections of personal digital information 
including photos, music, as well as documents. New tools (e.g., Google Desktop 
and Microsoft Desktop Search) aim to help access this data—inspired by research 
prototypes such as Stuff I’ve Seen (Dumais et al. 2003).

Although we can dismiss as rhetoric Kidd’s assertions that digital collections are 
fundamentally useless (after all, we do peruse old digital photos and access old tax 
returns), it’s clear that we need to know more about exactly when and why long-
term information is accessed. And Kidd’s argument is more subtle than a blanket 
rejection of digital memory. She claims that the process of constructing a digital 
memory store is costly and error prone, which in turn compromises the utility of 
the stored information. Errors creep in because the main tools we have for organiz-
ing digital memories are folders. Folders force classifi cation—a cognitively diffi cult 
task—requiring users to predict the future contexts of retrieval. Such prediction is 
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hard. There may be fundamental shifts in the ways that users construe certain 
information (as work or interests change), rendering old folder labels useless. 
Folders also hide information; once an email message or document is fi led, I 
may never think to look for it again, because it is “out of sight and out of mind.” 
Finally, “premature fi ling” can occur—where users’ anxiety to keep their workspace 
clear for future information processing leads current information to be fi led in 
inappropriate places. These claims about the problematic nature of categorization 
have now been well demonstrated (Boardman and Sasse 2004; Whittaker and 
Hirschberg 2001). And though some have touted desktop search as the antidote to 
folders, there are strong reasons to believe that organization and access problems 
will not disappear with greater use of search (Whittaker, Bellotti, and Gwizdka in 
press).

The Lack of Support for Sense Making

Kidd’s arguments aren’t restricted to attacking digital memory; in fact her real focus 
is on managing new information, a process she calls sense making. Changes in the 
digital landscape relating to increased connectivity mean that we are inundated by 
large amounts of information. But much of this information is of unclear value. 
According to Kidd, we need more support for making sense of it. And strikingly, 
dedicated support for sense making hasn’t changed much in the last thirty years. 
Computers still provide “the desktop” along with ways for people to fi le informa-
tion into folders, and email has its inbox with similar folders.

Kidd is absolutely correct that we lack good tools for processing new information. 
Email is the main conduit for new work information, and it’s currently a disaster. 
Our inboxes bulge with huge amounts of ill-structured, outdated, and irrelevant 
information. But this may not be a problem of sense making. Contrary to Kidd, 
users aren’t complaining that they can’t make sense of this information; rather 
they’re concerned that they can’t manage tasks involving this information. So, how 
is sense making different from task management? Sense making implies a cognitive 
act of imposing understanding on information, creating new relations between 
formerly unconnected information. Task management instead demands a more 
lightweight form of organization, requiring information to be available and invoked 
at the appropriate time (Whittaker, Bellotti, and Gwizdka in press).

Leaving open for the moment whether the key issue is one of sense making or 
task management, let us return to Kidd’s more detailed claims about processing new 
information.
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(1) Perceptual and spatial processes are crucial Contrary to the current 
classifi cation-oriented approach, Kidd states that key processes in understanding 
new information are visual, spatial, and context sensitive. Her study looks at how 
users make sense of physical documents—fi nding that they rely on “pre-linguistic, 
perceptual, and visual” processes to mediate understanding. For example, users 
organize paper documents into piles in space to understand complex connections 
between them. The physical workspace becomes an external representation that 
retains and mediates users’ understanding. It also holds context, allowing them to 
defer judgments about where a specifi c piece of information belongs, which results 
in better judgments being made.

(2) AI won’t help The above characterization motivates another of Kidd’s asser-
tions. Processing complex information is a specifi cally human activity that cannot 
be helped by machine surrogates or artifi cial intelligence.

How true are these assertions? Studies show how users organize paper documents 
spatially into desktop “piles” to avoid premature classifi cation and to keep working 
information more easily available (Whittaker and Hirschberg 2001). Email, too, is 
an excellent case of perceptual processing; studies reveal that users routinely keep 
over 1,400 messages in the inbox (Whittaker, Bellotti, and Gwizdka in press). They 
do this to exploit visual processes: users know they will return to the inbox to 
process new messages, and then they will see and be reminded about these outstand-
ing messages. Just as Kidd says, the inbox functions as an attentional space that 
serves to hold context, being used to collate and organize information about ongoing 
tasks. And retaining messages in the inbox allows a user to defer judgments about 
their value until their utility is clear. But the same studies also reveal the limitations 
of perceptual processes. Spatial strategies rely on visually scanning to “see” connec-
tions and be reminded about outstanding information. But scanning does not scale 
well for vast amounts of heterogeneous information (and let’s face it, 1,400 mes-
sages is a large amount of information). As a result, important messages and docu-
ments get overlooked as spatial collections become unwieldy.

And although the “AI won’t save us” claim may apply to the complex synthetic 
and subjective area of sense making, AI techniques do seem to be highly promising 
for task management. For example, spam fi ltering is a successful AI technique that 
prevents irrelevant information from entering the users’ workspace. Other new AI 
methods may help users identify important messages, collate related information, 
or re-create the context of a current task (Whittaker, Bellotti, and Gwizdka in press). 
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Although there are obvious issues concerning user trust in automatic processes, these 
AI techniques may soon support important information-processing problems.

So where does this leave us? It’s clear that Kidd’s observations still represent a 
major challenge to HCI. Even though they haven’t emerged in quite the way she 
characterized them, key issues still surround her two claims.

Memory prosthesis Although it’s a useful straw man, the strong hypothesis (digital 
memories are useless) is clearly wrong; but we defi nitely need more studies to deter-
mine how, when, and why digital memories are useful. We know that people want 
to keep music and photos as mementos, but what are the uses of work-oriented 
memorabilia? We also need to understand how the landscape will be changed by 
new tools such as search. Let’s state these issues as follows:

• What are the uses of digital memories? (An empirical question.)
• Once we know the answer to this, we can ask other questions that have technical 
ramifi cations. How can we help people create useful archives? How effective are 
current tools for accessing archives? In particular, is search suffi cient?

Support for sense making Again, there’s a crucial issue here, but not exactly the 
one that Kidd identifi ed. Like Kidd says, people have major problems in processing 
working information, although it seems that the key problem is task management 
rather than sense making. (This isn’t to say that sense making is unimportant, it’s 
just that it’s not as critical as task management.) The second crucial conclusion 
supports Kidd—that managing working information involves perceptual processes 
of reminding and organization. The outstanding questions then are:

• What processes are involved in handling working information? (Again an empir-
ical question.)
• How can we better support these processes? Will Kidd’s perceptual techniques 
involving large displays help? At the same time, we shouldn’t neglect other philo-
sophically different approaches. Can AI-based techniques of fi ltering and collation 
help with task management?

To conclude, Kidd’s arguments remain highly relevant today. We are now in a 
digital era when we are inundated by increasing amounts of information, but where 
we can also “keep everything.” In this context it is even more vital to address Kidd’s 
main questions of how we process new information as well as what is the value of 
stored information.
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Does Voice Coordination Have to Be “Rocket 
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Paul M. Aoki
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J. C. Watts, D. D. Woods, J. M. Corban, E. S. Patterson, R. L. Keer, and L. C. 
Hicks, 1996: “Voice Loops as Cooperative Aids in Space Shuttle Mission 
Control”

Imagine sitting down at a desk for an eight-hour shift, slipping a headset onto one 
ear, and fi nding four separate conversations going on at once. How would you 
approach such an environment? What practices would evolve to enable people to 
make sense of this while working and making highly technical decisions for hours 
on end?

As it happens, these are not hypothetical questions—in particular, they 
relate to the Voice Loops system in use in NASA’s “Mission Control” at Johnson 
Space Center, described in a fascinating paper in the CSCW 1996 proceedings 
(Watts et al. 1996). Further, they highlight the kind of issues that the “Voice Loops” 
paper continues to raise for HCI in general. Access to voice communication is 
spreading rapidly, particularly through the worldwide adoption of mobile 
telephony—in 2006, the GSM Association reported its two billionth subscription, 
with 82 percent of the second billion coming from emerging economies. Yet 
for most users, the actual experience of voice communication has changed very 
little since the nineteenth-century invention of the telephone: a simple, 
additive, monaural voice circuit. This model is fi ne for conversation between two 
people, but as anybody who has ever participated in an audio conference can 
attest, it hardly lends itself to use in group conversation. In practice, it’s quite 
diffi cult to understand anything if multiple people speak at once, which slows 
down talk drastically. In spite of its highly specialized setting, the “Voice Loops” 
paper gives hints of a way forward for the rest of us, one that is still largely 
unexplored.
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Overview

The paper has two general areas of interest. First, it is one of a few papers in the 
HCI and CSCW literature that illustrate how complex command and control envi-
ronments work. Second, it discusses how multiple multiparty voice communication 
fl ows arise in such an environment, and how users successfully manage these fl ows 
for hours on end.

The Role of Voice Loops in Mission Control
If one simply wants some “local color” about the management of space missions, 
it might be better to read one of the several fi rsthand accounts written by former 
NASA fl ight controllers. The “Voice Loops” paper focuses on the webs of highly 
concurrent communication that arise, and the resultant monitoring of many activi-
ties and conversations at once. From the abstract:

We describe how voice loops support the coordination of activities and cognitive processes 
in event-driven domains like space shuttle mission control  .  .  .  how the loops help fl ight 
controllers synchronize their activities and integrate information, and how they facilitate 
directed communication and support the negotiation of interruptions. (Watts et al. 1996, 
p. 48)

In particular, the paper describes the physical and organizational layout of Mission 
Control and how Voice Loops is overlaid on this layout. Briefl y: the main “front” 
room contains the fl ight director, who has overall responsibility for the mission, 
and a supporting team of specialized fl ight controllers, who sit at computer tele-
metry consoles and are responsible for their respective subsystems. In separate 
“back” rooms, teams of subsystem specialists support their respective fl ight control-
lers. This hierarchy is mirrored in Voice Loops, with the fl ight director talking to 
the fl ight controllers over a fl ight director loop and fl ight controllers talking to their 
respective support teams on dedicated front-to-back support loops. Communication 
within ad hoc groups of fl ight controllers is supported by a conferencing loop. 
Finally, a special loop is used for communication with the spacecraft. Hence, indi-
viduals monitor four separate loops. Separation into multiple loops provides a 
structure for information to be aggregated as it fl ows “upward” and monitored by 
concerned parties at all levels.

The seminal work of Heath and Luff (1992) on the London Underground Line 
Control Rooms brings across some of the nature of this coordination “in the small,” 
and the work of Hughes and colleagues (e.g., Harper and Hughes 1992) on air 
traffi c control centers gives a somewhat better feel for the technical work of control 
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rooms. However, the “Voice Loops” paper gives a good sense for the pervasive, 
critical role that voice communication plays in the coordination of the multiple, 
interlocking teams.

Managing Attention in Voice Loops
While most of the paper describes the organizational aspects relating to Voice 
Loops, an extremely important section at the end discusses how individuals 
interact with the system. As previously noted, controllers routinely monitor four 
loops—up to four separate, simultaneous conversations—at once, and they do 
this for eight-to-twelve-hour shifts. The paper explains how people can manage 
many simultaneous conversations given a few interface primitives for managing 
them:

we suggest factors like attentional cues, implicit protocols, and the structure and features of 
the loops, which might govern the success of voice loops in the mission control domain. 
(Watts et al. 1996, p. 48)

The authors allude to psychology papers on the subject of human attention, 
then plunge into a discussion of factors that allow the fl ight controllers to 
manage the “cacophony” of multiparty talk. Some are protocols specifi c to the 
Mission Control environment, such as specialized ways of speaking (“response 
on demand” and “coded language”) and patterns of loop use (“which loops 
are monitored” and “functionally separate loops”); such protocols and patterns 
reduce overall traffi c on the loops but do not explain how multiple loops are 
navigated. However, the authors do also talk about cues and tools: the “internal 
cues” and “external cues” that prime and trigger listeners’ attention, and the 
abilities to use “different volume levels” and to “tailor the set of loops” to sepa -
rate and prioritize loops when allocating attention. Through these cues and tools, 
the system provides means for augmenting human capabilities for selective 
attention.

Impact

I’ve claimed that Voice Loops, as an illustration of how a system can augment 
human selective attention abilities, suggests a way forward for the design of voice 
coordination systems. But given that the paper itself talks about “experienced prac-
titioners in space shuttle mission control,” is it clear that these kinds of cues and 
tools can be applied in other environments?
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Consider other multiparty voice applications. Audio conferencing for focused 
communication tasks has received a great deal of attention in the networking and 
multimedia literature, and media spaces as open environments for awareness (Stults 
1986) have been much more prominent in the HCI literature. (For example, to place 
the “Voice Loops” paper in a historical context, consider that CSCW 1996 also 
saw the fi rst report of the Thunderwire audio space [Hindus et al. 1996], a simple 
audio-only communication space from Interval Research that descended from the 
Xerox PARC and EuroPARC line of research on media spaces.) In nearly all of this 
research, the “solution” to the awkwardness of synchronous multiparty interaction 
has been to increase media quality—higher audio bit-rates to improve immediacy, 
spatialized audio to ease speaker separation, greater video fi delity to capture non-
verbal cues. But such solutions come at the cost of bulky and immersive equip-
ment—cameras, multiple microphones, stereo headsets, and so on.

When developing a research agenda in mobile, multiparty audio communication, 
I thought back to the “Voice Loops” paper. Because NASA inherited many cultural 
and institutional aspects from the U.S. military, Voice Loops naturally shares 
common ideas with military command and control environments such as the Naval 
Tactical Data System (NTDS; see Boslaugh 1999), in use since the 1960s. I had 
experience using NTDS as a Navy offi cer and knew that environments like that of 
Voice Loops have been in use for many years by a much wider range of people than 
seasoned, highly educated NASA fl ight controllers. Having seen ordinary sailors—
most without postsecondary education or relevant previous work experience—work 
in these environments for hours at a time, it seemed plausible that one could extend 
media spaces to enable highly spontaneous, concurrent, multiparty social interaction 
(the kind seen in sociable dinner table conversation) through mobile audio, without 
the fancy headsets and cameras. Drawing on some design fi eldwork of lightweight 
mobile audio communication (Woodruff and Aoki 2004), I and colleagues proto-
typed a system for multiparty voice conferencing that recognized “who is talking 
to whom” based on an analysis of participants’ turn-taking behavior as determined 
through audio processing and machine learning (Aoki et al. 2003); when the system 
recognized a change in conversational confi guration, it adjusted the volume levels 
for each participant so that the people in “their” conversation were louder and 
others were quieter.

The “cacophony” of multiple conversations is something that we manage in social 
environments all the time. One might think that we must make remote communica-
tion more and more like face-to-face communication for this to be practical for 
ordinary users. The paradigm suggested by the “Voice Loops” paper—that human 
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selective attention can be augmented through careful design and interface primi-
tives—suggests an alternative for increasing our ability to hold spontaneous, 
multiparty conversation remotely. It suggests that we should aim to build tools 
to augment and enhance attention—tools that need not fully replicate human 
perception and understanding, but (as in the example above) might simply 
recognize human behaviors suffi ciently well to enable mundane conversational 
practices.
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G. W. Furnas, 1986: “Generalized Fisheye Views”

These days, I often ask Ph.D. students to select a few published papers as models 
of what they aspire to write—it forces them to move beyond looking for a topic 
that seems interesting and on to thinking about what a research contribution looks 
like. When I was in grad school, Furnas’ paper on fi sheye views is one I would have 
selected. It served as a model to which I aspired, not so much for its content (which 
has become justifi ably famous) but for its approach to decomposing a design space 
into a set of independent choice dimensions.

The paper begins with two observations. The fi rst is that our output devices, and 
our eyes, at any one time can only provide a window onto a small piece of larger 
information structures such as menu systems, organization charts, calendars, maps, 
and computer programs. The second is that, for any current focus of attention (a 
particular line of code, a particular appointment, a particular street), it can be 
helpful to

show places nearby in great detail while still showing the whole world—simply by showing 
the remote regions in successively less detail. An instructive caricature of this appears in the 
“New Yorker’s View of the United States,” a poster by Steinberg and now much imitated 
for other cities. In the poster, midtown Manhattan is shown street by street. To the west, 
New Jersey is a patch of color on the other side of a blue-grey ribbon labeled “Hudson.” 
The rest of the country is reduced to a few principal landmarks (Chicago, the Rocky Moun-
tains, California, etc.) disappearing in the distance. (Furnas 1986, p. 16)

These observations inspired the design of a class of display algorithms that auto-
matically select what contextual information to display around any focus of atten-
tion. The selection decision can be characterized simply as a scoring function and 
a threshold, where each item’s score is based on a combination of the item’s overall 
importance and its distance from the current focus of attention. Thus, items farther 
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from the focus are displayed only if they are of great a priori importance. The paper 
provides example applications to tree data structures, to program code, and to an 
appointment calendar.

For example, consider a tree data structure. One could defi ne the a priori impor-
tance based on the level in the tree—the paper’s example assigns a score of 0 to the 
root, –1 for the children of the root, –2 for their children, and so on. One 
could defi ne the distance metric, relative to a focal item, as the minimum path 
length to the item. Thus, the overall degree of interest (the sum of the a priori 
importance and the distance) would be highest along the path from the root to the 
focal item. A fi rst cousin would have lower overall interest, and a second cousin 
still lower.

The fi gure I found most compelling from the paper is a fi sheye view applied to 
the text of a computer program (fi gure 30.1). It treats the program as a tree data 
structure based on enclosing blocks (the lines inside a “for” loop or “if” statement 
are children of the line beginning the loop or statement). In the diagram, the current 
focus is on line 39. The lines right around 39 are included, but a more distant line 
is included only if it’s of greater “importance,” meaning closer to the root of the 
tree. Amazingly, the scoring function is tuned so that just the right stuff is shown 
to let a programmer know the useful context for the statement on line 39.

Figure 30.1
A fi sheye view of the C program. Line numbers are in the left margin. “Ellipses” indicates 
omitted lines. (Figure 4 from the original paper.)
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The paper had a huge impact in the fi eld of information visualization. Google 
Scholar documents more than a thousand citations, from the ACM CHI, UIST, 
CSCW, Hypertext, and InfoVis conferences, among others, and a wide variety of 
journals. The general class of visualizations came to be known as focus+context 
visualizations.

Many subsequent techniques used visual distortion rather than just selection of 
which information to include or omit. For example, items that are of greater inter-
est are magnifi ed, and less interesting items are smaller or abbreviated in some way. 
Indeed, the analogy of “fi sheye view” probably applies better to these distortion-
based visualizations than to the examples included in the original paper, where 
lower interest items are hidden.

Still, many of these techniques cite the original paper as an inspiration. One of 
its important legacies is its articulation of the idea of focus and context, which thus 
pointed the way for useful further exploration by others. If that were the paper’s 
only contribution, however, I would not be writing about it twenty years later, since 
I never worked directly in the fi eld of information visualization.

The paper made a further contribution, however, by decomposing the design 
space in terms of three dimensions: an importance metric, a distance metric, and a 
threshold function for whether something should be displayed. A design space 
framework of this sort can serve three purposes.

First, it can serve as a unifying framework for understanding a range of designs 
that at fi rst seem only vaguely related, and the dimensions of the design space can 
be used to classify, compare, and contrast alternative designs. Furnas wrote his own 
retrospective on the paper (Furnas 2006), emphasizing and extending the reach of 
the unifying framework. In that paper, he shows how many additional interactive 
displays of information rely at heart on something that can be characterized in terms 
of an interest metric, computed from a combination of a priori importance and 
distance from a focus. In the example above, the a priori importance is the distance 
from the root of the tree, and the overall interest is the sum of the a priori impor-
tance and distance from the focus. However, the interest metric need not be simply 
compared to a threshold to decide what to show—instead, it can be used to deter-
mine how much time, space, or resolution to give to items, thus accommodating 
distortion views and multiscale interfaces.

Second, a design space framework can be used to generate novel designs, by 
combining choices on the design dimensions in the framework. Many purported 
design space frameworks fail when used in this way, but the framework in the paper 
passes this test as well. For any given information structure, a slight variation in 
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the a priori importance metric, distance metric, or threshold function can lead to a 
quite different interface. For example, for a tree data structure, the paper offers 
three plausibly useful diagrams of tree displays that would be generated by different 
cutoff thresholds. Changing the a priori interest or the distance metric, even while 
holding the threshold constant, would similarly yield different subsets of the tree to 
display.

A third potential use of a design space framework is to identify the fi t of certain 
regions of the design space to certain tasks or usage scenarios. For example, it might 
be that while writing a new program, the best fi sheye view of the code involves a 
distance metric that weights more heavily line number distance, while for code 
inspection or debugging it would be best to use a distance metric that weights more 
heavily the path length in the tree structure of program blocks. The paper’s 
only shortcoming is its failure to pursue this possibility—it does not make any 
claims about the fi t of choices on particular design dimensions to different usage 
scenarios.

When I was in grad school, my work was on audio interfaces for touch-tone 
phones, which would make me a poor candidate to be inspired by a paper on visu-
alization techniques. But the elegant decomposition of a design space as a way to 
understand a range of designs and to generate new ones was a model that I aspired 
to replicate in the realm of audio interfaces.

Having such a model can be a little discouraging, though. A year or two into my 
work, I once lamented to someone who knew Furnas that I had been unable to 
match the elegant simplicity of that paper, though I longed to do so. I received some 
reassurance when I was told that the paper was actually the culmination of several 
years and several related projects. It is, after all, titled “Generalized Fisheye Views,” 
and it was published several years after he began investigation of many different 
particular fi sheye views.

Eventually, working with Robert Virzi, I did characterize the design space of 
audio menus in terms of two dimensions. One dimension was how users select: 
absolute numeric (e.g., “press 3 for  .  .  .”) or positional (e.g., “press 1 at any time 
to select the current item”). The other dimension was how users advance between 
menu items: auto-advance with timeouts, an explicit skip-to-next key, or both. We 
conducted lab experiments and made arguments about types of users and applica-
tions for which different points in the design space were best suited. A similar design 
space characterized audio forms in terms of four independent dimensions. Unfor-
tunately for my career, touch-tone interactions with audio turned out to be of far 
less long-term interest to researchers than visual information display. Our capstone 
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paper on audio menus and forms (Resnick and Virzi 1995) has, well, let’s just say 
a lot less than a thousand citations on Google Scholar.

A paper can be seminal because it draws attention to a new approach or content 
area and thus inspires exploration by others. Or, a paper can be seminal because it 
unifi es a body of work while capturing the differences using simple parameters. The 
amazing thing about George Furnas’s paper, “Generalized Fisheye Views,” is that 
it did both. Many years later, it is a model of design space analysis that I continue 
to aspire to. We all should.
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There’s More to Design

A common image of the designer is that of a solitary thinker struggling with a design 
problem, working through multiple iterations of a tricky problem. This, however, is a 
rare case. Design is necessarily embedded in broader contexts—organizations, histo-
ries, and cultures—that designers ignore at their peril. The essays in this section illus-
trate this broader view of design and include refl ections on history, cultural criticisms, 
and organizational analysis. Each essay considers methods that—in the pragmatics of 
everyday life—take into account the wider context that the designer must consider.

The section begins with Terry Winograd, whose refl ection on Henry Dreyfuss’s 
Designing for People reminds us that many of the methods we now consider so central 
to HCI—prototyping, iterative design, to name just a few—were developed previously 
in other contexts. The essay by Jonas Löwgren refl ects on Wroblewski’s work on the 
issue of whether design is more of a science or a craft. The essays by Lynn Cherny and 
Michael Muller both examine power relations in design, but from different perspec-
tives. Cherny, drawing on Diana Forsythe’s work on “studying up,” takes the perspec-
tive of the designer as an underdog in the context of complex organizational power 
structures. In contrast, Muller, drawing on Arthur Krupat’s book Ethnocriticism, 
examines the role of designers as potentially dominant players in design practice, and 
considers their responsibilities to the users who will have to live with the result. The last 
two essays by Gilbert Cockton and Susan Dray each revisit a broad, comprehensive, 
design methodology that had its roots in the early days of HCI. Cockton examines the 
beginnings of contextual inquiry, with his essay on Whiteside, Bennett, and Holtzblatt’s 
“Usability Engineering,” and argues for its continued relevance, provocatively noting 
that by the standards of 1980, too much of today’s work could be considered incompe-
tent. Finally, Dray, invoking the days when mainframes hummed and user interface 
techniques included reverse video and the use of the tab key for accelerated screen navi-
gation, reminds us that the methodology far surpassed the technology in sophistication 
as she revisits Mumford and Weir’s sociotechnical systems approach to design.
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H. Dreyfuss, 1955: Designing for People

My grandfather would sometimes say, when I shared my newest brilliant insight, 
“Oh, so you discovered America!” This was his kind, sarcastic way of letting me 
know that my great discovery was already conventional wisdom.

He came to mind recently when, in creating the new “d.school” interdisciplinary 
design program at Stanford (see Kelley and VanPatter 2005), I fi rst encountered 
Henry Dreyfuss’s classic book on industrial design, Designing for People. On the 
cover was a quote that captures the essence of human-centered (or user-centered) 
design:

We bear in mind that the object being worked on is going to be ridden in, sat upon, looked 
at, talked into, activated, operated, or in some other way used by people individually or en 
masse. When the point of contact between the product and the people becomes a point of 
friction, then the industrial designer has failed. On the other hand, if people are made safer, 
more comfortable, more eager to purchase, more effi cient—or just plain happier—by contact 
with the product, then the designer has succeeded. (Dreyfuss 1955)

As I read more, I found that Dreyfuss had eloquently laid out many aspects of design 
that have since been rediscovered and reinterpreted in HCI. From a half-century’s 
hindsight, I saw the roots of principles that we now espouse, along with ideas we 
should revisit in light of today’s technologies. After all these years, Designing for 
People is a timely and charmingly readable lesson in what it means to do design 
right.

Dreyfuss was one of the pioneering product designers who brought modern design 
to everyday objects on a mass scale. Beginning in the 1920s, he engaged in a wide 
variety of projects, from the classic Westclox “Big Ben” alarm clock, to John Deere’s 
farm equipment, to the complete industrial design of the 20th Century Limited—
known as the “world’s greatest train”—including the cars, locomotives, and 
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passenger experience. In his long productive association with the Bell system, he 
designed the telephones that Americans used for many decades, including the classic 
“500-series” dial phone, the Princess, the Trimline, and the modernist aluminum-
and-glass telephone booth that dotted our countryside until the ascendance of the 
cell phone.

Designing for People is an engaging account of how product design emerged in 
America. Through simple language and personal stories, it conveys the deep essence 
of design thinking. As I read through the book, I mentally checked off the sections 
of my course (and the textbooks) on HCI design, refl ecting on how my own think-
ing has evolved and can develop further.

The Role of the Designer

HCI has been shaped by an ongoing tension between designers and programmers. 
As interface design moved from the domain of programmers to that of a new 
generation of interaction designers (Winograd 1997), there has been a persistent 
struggle over whose concerns should drive the process. Dreyfuss worked with 
mechanical engineers and fought their tendency to treat design as a cosmetic to be 
applied after the “real work” was done. Early in his career, he turned down a com-
mission from Macy’s:

A fundamental premise was involved in my refusal—one from which I have never retreated. 
An honest job of design should fl ow from the inside out, not from the outside in.  .  .  .  Some 
manufacturers were reluctant to accept this point of view. They considered the industrial 
designer merely a decorator, to be called in when the product was fi nished.  .  .  .  In time 
manufacturers learned that good industrial design is a silent salesman, an unwritten advertise-
ment, an unspoken radio or television commercial, contributing not merely increased effi -
ciency and a more pleasing appearance to their products, but also assurance and confi dence. 
(1955, p. 18)

HCI has developed a wide range of methods to produce effi ciency, and we draw 
on graphic and industrial design to provide pleasing appearance. But what contrib-
utes “assurance and confi dence?” In creating the d.school, we focused on students 
learning the essence of “design thinking.” This is not a specifi c technique or skill, 
but an approach to the people and design problems, one that was so well articulated 
by Dreyfuss.

Affordances

Although he didn’t have the theoretical analysis of Gibson’s ecological psychology 
(Gibson 1979), Dreyfuss emphasized the visibility of affordances:
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We consciously avoid hidden controls or concealed handles on everything we do. If a door 
or a panel is supposed to open, we try through design to show how it opens. If something 
is to be lifted or operated by a handle, we try to integrate the lifting device into the design, 
but never conceal it. At the expense of forfeiting originality  .  .  .  we try to make things obvious 
to operate. (1955, p. 71)

In describing his experience as a stage scenery designer, Dreyfuss even uses 
Norman’s (1988) favorite example of affordances, the doorknob, in pointing out 
that function needs to be treated in conjunction with appearance. The creative chal-
lenge is how to achieve visibility without forfeiting originality. The book shows 
plentiful designs by Dreyfuss in which he was able to achieve both.

Human Factors

The book devotes an entire chapter to “Joe and Josephine,” the personifi cation of 
human needs and capacities:

If this book can have a hero and a heroine, they are a couple we call Joe and Josephine.  
.  .  .  They occupy places of honor on the walls of our New York and California offi ces.  .  .  .  They 
remind us that everything we design is used by people and that people come in many sizes 
and have varying physical attributes.  .  .  .  Our job is to make Joe and Josephine compatible 
with their environment. (1955, p. 26)

As a pioneer of ergonomics, much of Dreyfuss’s focus was on human physical 
measurements and capacities, as presented in The Measure of Man (Dreyfuss 1960). 
This led to “human factors” research, which in turn was the origin of HCI. The 
new challenge we face today is to keep visible reminders of the subtler and less 
easily depictable social and cultural differences that determine the compatibility of 
people with products and interfaces as they become global in their reach.

Contextual Design

Dreyfuss deeply understood that design grow’s from empathy with the people who 
buy and use his clients’ products. He was relentless in entering the fi eld and expe-
riencing from the perspective of the “users” (though he didn’t use that term):

I have washed clothes, cooked, driven a tractor, run a Diesel locomotive, spread manure, 
vacuumed rugs, and ridden in an armored tank. I have operated a sewing machine, a tele-
phone switchboard, a corn picker, a lift truck, a turret lathe, and a linotype machine.  .  .  .  I 
wore a hearing aid for a day and almost went deaf. (1955, p. 64)

For every design, the starting point is human experience. The skill he developed in 
his design staff was knowing how to see and to listen. I recently cotaught a course 
in which empathy with the user was the key focus, and we explored methods from 
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cameras and probes to experience prototypes and bodystorming. No matter how 
many times we repeat the mantra “know your user,” there is always more that can 
be done, and Dreyfuss well understood this.

Interface Metaphors

The adoption of the “desktop metaphor” refl ected a sensibility that Dreyfuss called 
“survival form”:

Almost without exception, our designs include an ingredient we call survival form. We delib-
erately incorporate into the product some remembered detail that will recall to the users a 
similar article put to a similar use. People will more readily accept something new, we feel, 
if they recognize something out of the past. (1955, p. 59)

But he also recognized the need to move beyond survival form. Predicting the airline 
seats of the future, he said:

We appear to be in a transitional period. Such earth-bound symbols as upholstered seats and 
carpets and little window curtains have given this pioneer generation of air travelers a secu-
rity that as needed. Now that they have that security, passengers may anticipate interiors 
designed along functional lines. (1955, p. 133)

Dreyfuss worked at a time when electricity and engines were becoming common 
in America, and the designer was motivating and smoothing the transition so that 
these potentially intimidating technologies—motors, irons, refrigerators, tele-
phones—could become accepted and even taken for granted. Today we are doing 
the equivalent for computing technologies, and a key question is how to give our 
users the security to let go of the “window curtains” in their interfaces.

Iterative Prototyping

Dreyfuss’s methods rested on a cycle of sketching, prototyping, and learning from 
feedback.

We enter into close co-operation with the engineers.  .  .  .  Our common denominators are the 
same—Joe and Josephine. We go over countless rough sketches.  .  .  .  Three-dimensional clay, 
plaster, wood, or plastic models are developed  .  .  .  as soon as possible we get a form into clay 
and actually do our designing in this pliable material. The fi nal model—a working one, if 
possible—is presented to the entire client group. (1955, p. 46)

He pioneered “experience prototyping” in projects ranging from trains and ocean 
liners to a futuristic interactive workspace designed for the Chiefs of Staff in World 
War II:
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A highly practical form of research is possible when mock-ups of our designs are built. When 
we worked on the designs of the interiors of six liners for American Export, we rented an 
old stable  .  .  .  and built eight staterooms.  .  .  .  The rooms were completely furnished and made 
livable in every detail, but were entirely different in size and type. We invited guinea-pig 
travelers who packed luggage as if they were going on an ocean voyage. (1955, p. 69)

Although there has been much discussion of user experience in HCI, the move to 
explicit experience prototyping (rather than artifact-centered prototyping) has tre-
mendous future potential. It has been part of participatory design (Ehn and Kyng 
1991), and more recent developments (Buchenau and Suri 2000) provide an excit-
ing new avenue of exploration in our design courses.

Emotional Design

As an industrial designer, Dreyfuss saw the emotional appeal of products in terms 
of sales:

Sales appeal is an elusive, psychological value. It is the subtle, silent selling the product must 
do, over and above its eye appeal. The product must express quality through the unity of 
design, through texture, through simplicity and forthrightness  .  .  .  an amalgam of how a 
product feels to the touch, how it operates, and the association of pleasant ideas it conjures 
up in the purchaser’s mind. (1955, p. 182)

He campaigned for clean, functional design in a world that was just emerging from 
the decorative excesses of Victorian tastes. At the same time, he opposed the trendy 
use of “streamlining” for everything from toasters to pencil sharpeners, while appre-
ciating the aesthetic drive behind it:

The designer was in the right stable but on the wrong horse.  .  .  .  out of the era of so-called 
streamlining, the designer learned a great deal about clean, graceful, unencumbered design. 
Call it cleanlining instead of streamlining, and you have an ideal that the designer today still 
tries to achieve. (1955, p. 77)

These ideas are still highly relevant today, raising such questions as: Have notable 
examples such as the Google interface and the iPod brought “cleanlining” to inter-
action design? Is the proliferation of virtual three-dimensional object interfaces the 
current version of “everything streamlined”?

Calm Technology

Dreyfuss saw design as meeting more than merely practical needs. He had a higher 
goal of bringing serenity to the life of the people who used his products, presaging 
Weiser and Brown’s (1996) later appeal to “calm technology”:
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A person can aspire to live and work in an environment of meditative calm.  .  .  .  I have the 
temerity to suggest that, by reducing objects to simple, unobtrusive forms, by relieving them 
of absurd and excessive decoration, by using appropriate colors and textures, and by avoid-
ing obtrusive noises, we contribute to the serenity of those who use them. This is what we 
try to do. (Dreyfuss 1955, p. 240)

As we have progressed from “interface programming” to interaction design, we 
keep rediscovering territories of Dreyfuss’s America. His focus on human factors 
created an intellectual strand still visible in the name of our major HCI conference. 
His model for industrial design was taken up as the core of the product design fi eld, 
and is alive today in the major fi rms, such as IDEO, which cross over between 
traditional product design and interaction. His intellectual infl uence has become 
pervasive, as people from the various provinces of the design world have brought 
the spirit of design to human–computer interaction (Winograd 1996).

The HCI world has come a long way in its thinking about design, and there is 
still a long way to go. In creating our interdisciplinary design courses at the d.school 
we have found Dreyfuss an inspiration to keep a focus on the essence of design 
thinking—on empathizing deeply with the user, on relentless iterative prototyping, 
and on the power of design to affect people’s lives. For Dreyfuss, the quest of the 
designer was to bring serenity to the Joes and Josephines of the world. In today’s 
world of massively increased technological sophistication and complexity, we should 
aim for no less.



32
Interaction Design Considered as a Craft

Jonas Löwgren
Malmö University, Malmö, Sweden

D. Wroblewski, 1991: “The Construction of Human–Computer Interfaces 
Considered as a Craft”

In 1991, David A. Wroblewski, of the MCC Human Interface Laboratory in Austin, 
Texas, published a book chapter entitled “The Construction of Human–Computer 
Interfaces Considered as a Craft” (Wroblewski 1991). The work has not been 
heavily cited since then (ten citations in Google Scholar, June 2006), and I consider 
it something of a forgotten gem.

I read Wroblewski’s work a couple of years after its publication, and when I 
revisit it now thirteen years later, the expressive margin notes convey my excitement 
about the ideas. What is even more striking in retrospect is how strongly Wroblews-
ki’s ideas have resonated in my own career as what we might today call an interac-
tion designer in academia. In what follows, I will go through Wroblewski’s main 
points and discuss their signifi cance not only to me but to the interaction design 
discipline as a whole. But fi rst, a few words on the personal history that has led up 
to my current perspective on interaction design.

I completed a Ph.D. in computer-science fl avored HCI in 1991 and then worked 
for a year in a user-centered design consultancy. I found that the HCI ideals and 
techniques I’d learned in academia were more or less irrelevant to professional work 
at the time, which led me to return to university and form a research group to study 
software development practice and ways of making it more use-oriented. One of 
our most important results was that the parallel growth of problem framings and 
proposed solutions should not be seen as a shortcoming to be addressed with more 
structured methods, but rather as a core property of the practice. This was the 
starting point for an ongoing orientation toward the design disciplines and the fi eld 
of design theory, which included studying Wroblewski’s paper.
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In 1995 I felt ready to “come out” in the academic community with the idea that 
software development can be seen as a design discipline (Löwgren 1995). Since then, 
I have spent my time helping to build a new teaching and research institution for 
interaction design, teaching future interaction designers, practicing interaction 
design as a way to develop knowledge (primarily in the fi elds of cross-media prod-
ucts and interactive visualizations), and refl ecting on the practice in order to develop 
contributions to the fi eld of interaction design theory and methodology.

It should be pointed out that when I use the term “interaction design,” I refer to 
a design discipline concerned with the digital materials most closely related to 
product design and architecture in terms of its practices and intellectual foundations. 
Characteristics of interaction design include the parallel exploration of problem 
framings and solution possibilities; a focus on transforming use situations; and the 
synthesis of instrumental, aesthetical, and ethical perspectives. Thus the foundations 
of interaction design are different from those of HCI (Löwgren 2002), even though 
the two fi elds share a focus on use situations and ways of transforming them.

But it is high time to return to Wroblewski’s work. He starts from the assumption 
that what he calls the construction of human–computer interfaces can be seen as a 
craft, in the traditional sense of the word, and then draws out a range of implica-
tions from this perspective exercise. At the end of the paper (p. 17), he summarizes 
his main insights in seven key points:

1. A craft is any process that attempts to create a functional artifact without sepa-
rating design from manufacture.
2. Signifi cant by-products of the craft process are new tools and materials as well 
as the intended artifact. The distinction between tools and materials begins to dis-
solve when viewed this way.
3. Creating software is sometimes, but not always, a craft. The degree of variabil-
ity in practice is due to the availability of a reliable specifi cation.
4. Creating a human–computer interface is usually, and perhaps always, a craft, 
because of the investigative nature of each design.

The fi rst four points mainly address the validity of his perspective experiment, by 
identifying the similarities between interaction design and other craft-based disci-
plines. It is particularly interesting for our purposes to note that software—and to 
some extent also hardware—by necessity dissolves the distinction between tool and 
material, as is suggested in Wroblewski’s discussion of blacksmiths: “As you might 
expect, this categorical breakdown [of tools vs. materials] is complete in situations 
where the craftsman’s trade involves working the very materials from which his 
tools are made” (1991, p. 4).
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In the contemporary world of digital artifacts, Wroblewski’s observation is rel-
evant far beyond the secluded camps of professional designers and engineers; a new 
craft culture is rapidly emerging among hobbyists and skilled amateurs who are 
appropriating, hacking, and subverting the digital tools/materials through open 
source software, mashups, shareware, plugins, game mods, machinima, and new 
media arts. This development means that interaction design is in fact moving toward 
an even more traditional craft culture where not only tools and materials blend, but 
also design and use.

5. Productive HCI research can take the form of facile tools and responsive mate-
rials, articulate craftsmanship, or craft-methodology.
6. We can begin to codify operational design knowledge by searching for and 
articulating design economies at work within individual interfaces.

Wroblewski’s points 5 and 6 sketch the implications for research of considering 
interaction design a craft. We can note that fi fteen years have not in fact led to 
signifi cant advances in “facile tools and responsive materials.” When it comes to 
articulate craftsmanship and codifying operational design knowledge, however, we 
fi nd that some promising directions are starting to emerge. Wroblewski discusses 
the discrepancy between HCI research and practical craft knowledge: “The tradi-
tional answer has been to investigate and describe the physical and logical processes 
at work within the work materials, or the psychological processes that guide human 
performance in the appreciation or use of the craft product. Unfortunately, much 
information generated this way is not used in practice because it is not posed in a 
form useful to making decisions in the context of crafting actual products” (1991, 
p. 13). He moves on to outline an alternative: “Another role we could play is that 
of the articulate craftsman. In this role, the researcher reports the forces that shape 
crafted artifacts as a result of undertaking the craft activities, in a form meaningful 
to the practice context, though not necessarily useful in traditional analytic or 
quantitative techniques.”

Recent years have seen several attempts to codify operational design knowledge. 
For instance, the notion of patterns as a way to capture best-practice and inspira-
tional design knowledge has attracted signifi cant interest in interaction design (for 
an overview, see http://www.visi.com/~snowfall/InteractionPatterns.html/). Patterns 
aim primarily to support the generative side of design by extending the designer’s 
repertoire (Schön 1987); a complementary approach is to articulate experiential 
qualities (Löwgren 2006) to support design assessment (Nelson and Stolterman 
2003). Furthermore, Krippendorff (2006) identifi es accounts of solution space 
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explorations as a means for validation in a design research context. Finally, it should 
be mentioned Malmö University and other design schools routinely ask students for 
design process accounts, highlighting key decisions and their grounds, directly build-
ing on Wroblewski’s notion of the articulate craftsman. Similarly, the idea of craft 
methodology is increasingly making its infl uence felt as interaction design continues 
to draw on existing work in design studies, including seminal concepts such as 
Schön’s (1987) notion of the refl ective practitioner.

7. Two approaches to teaching HCI as a craft are apprenticeship and exposure to 
paradigmatic examples.

Wroblewski’s fi nal point concerns teaching, or, more generally, ways of facilitat-
ing people’s building of knowledge. Partly owing to Wroblewski’s infl uential empha-
sis on apprenticeship and exposure to paradigmatic examples, Malmö University 
has implemented a studio-based learning model similar to standard pedagogical 
practices in traditional design schools, where learning is based on studio work 
guided by a “master” designer. Typical studio projects involve an introduction to 
the design fi eld and its key issues, background research (including the study of 
paradigmatic examples), explorative design work and assessment, and collective 
critique sessions. What sets interaction design slightly apart in pedagogical terms is 
its multidisciplinary nature, which necessitates more focus on group work than in 
traditional design schools.

Wroblewski concludes his summary of the seven key points by pointing out 
the uniqueness of each design discipline, which resides in their respective 
materialities:

The future of software practice and HCI construction belongs to those who take their craft 
most seriously and least respect the bounds of tradition, be they craft or science. I have argued 
that it is instructive to study other craft and design professions, but we must also be mindful 
of the limits of such analogies. Fundamentally, the materials shape the craft. Computer pro-
grams are unlike any other material, and the form of craftsmanship in software will surely 
be unique. (1991, p. 17)

Interaction design, or “craftsmanship in software” as Wroblewski puts it, is 
unique in the sense that the digital materials we shape are temporal as much as they 
are spatial. That is, the experience of using a digital artifact is shaped not only by 
its two- or three-dimensional form, but equally by its behavior over time.

As I have explored the directions suggested by Wroblewski fi fteen years ago, I 
have found that the temporal/spatial nature of the material implies a number of 
specifi c issues. First, there is the question of an aesthetic of interaction design. Aes-
thetic concepts from graphic design and product design do not capture the feeling 
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of use over time—how the interactive behavior of the digital artifact is experienced. 
Second, the practical work of interaction design demands new sketching techniques 
that are as fl uent as the pencil-and-paper sketching of form but that capture tem-
poral qualities in richer ways. Finally, and related to Wroblewski’s points 5 and 6, 
we are only beginning to understand the ways in which an articulate craftsman can 
communicate in professional and academic settings.

In retrospect, it is striking how much intellectual debt the research issues I 
today fi nd important in interaction design owe to Wroblewski’s prescient craft 
perspective.
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D. Forsythe, 1995: “Ethics and Politics of Studying ‘Up’ in Technoscience”

As I fi nished graduate school, Diana Forsythe introduced me to the concept of 
“studying up,” a situation in which the ethnographer studies a community or insti-
tution of people with higher status and power over her. Diana’s fi eld at the time 
was in medical informatics; she worked among and wrote about the builders of 
expert systems that incorporate medical expertise. She found that collaboration 
between social scientists and artifi cial intelligence (AI) researchers was challenging 
because of their very different understanding of users and data. Her contributions 
to system design were not taken seriously; she believed this was the result of her 
position as a social scientist rather than technical contributor on the project.

Diana presented “Ethics and Politics of Studying ‘Up’ in Technoscience” in 1995 
to an audience of fellow anthropologists (and me) at their annual meeting. She 
described challenges faced by ethnographers working in technical settings, which I 
paraphrase:

Complex roles We are studying similarly educated people with interests that 
overlap with ours (e.g., software). The roles of participant, observer, critic, employee, 
and colleague are blurred and diffi cult to separate.
Power differential Informants and colleagues are not powerless, but have power 
over us fi nancially and in terms of access to fi eld sites and resources. If they contest 
what we say about them or their work, they can have a signifi cant impact on our 
job and career.
Minority status Although not called out explicitly, it’s implicit in all her work that 
the social scientist working in the fi eld is a minority among a majority of engineers 
and scientists.
“Your job is easier” The data that we collect and consider important for design 
are considered dismissible in various ways, including: “It takes no expertise (anyone 
can do ethnography)” and “It’s all just anecdotal.” (See also Forsythe 1998.)
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I was at the time a participant-observer among a young technical community in 
an online chat system, a constructed virtual world known as a “MUD” (or “mul-
tiuser dungeon”). My informants were potential future colleagues or employers after 
my graduation, and all were reading and arguing with my papers as I produced 
them. My ethical and methodological concerns are summarized in the postscript of 
my book (Cherny 1999). Over the next few years, I did work with some of them 
at different companies, suffering lingering doubts over our historical reader-writer 
relationship.

During this period, in midnight introspection I concluded that I didn’t want to 
continue in research but instead wanted to move into interface design. I wanted to 
focus on creating visible change in products, rather than obliquely infl uencing social 
systems and research methods as a social scientist studying forms of online 
community.

As I transitioned, the issues Diana sensitized me to didn’t vanish; they mutated. 
I’ve now worked as a designer or usability engineer at Excite.com, TiVo, Adobe, 
The MathWorks, and Autodesk. I am a colleague of engineers who build systems, 
as Diana was; but I am still a minority, designing from a social science perspective, 
with a very different understanding of what it means to collect data and create 
“good design.”

The Job of the User-Centered Designer

User-centered design (UCD) is understood within the HCI community as a philoso-
phy and process that involves iteration of design based on user feedback at multiple 
work stages. Job titles often associated with this practice include “usability engi-
neer” and “interaction designer.” In my experience, the concept of user-centered 
design is an HCI-internal concept, rarely spoken of by outsiders in business or 
development organizations. Development methods such as “agile” are better known 
among the software community. Nevertheless, there are lots of jobs for UCD profes-
sionals. Yahoo posted open positions 875 times on the Bay Area SigCHI job bank 
in the period from spring 2003 to spring 2006; Google, the closest runner-up, posted 
585 (Cherny 2006).

In such listings, the UCD professional is required to collect user data (e.g., 
perform site visits, deploy surveys); transform this data into design concepts at 
various levels (workfl ow diagrams, low and high fi delity mockups, style guides); 
evaluate design and iterate (via usability testing and heuristic evaluation, then revis-
ing and re-presenting the new designs to the team); deliver detailed specifi cations 
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conveying confi dence in the designs documented therein; update specifi cations based 
on development input and testing results; review implementations to check that they 
have been built to spec; fi le UI bugs and track resolution; and, meanwhile, start 
collecting data to feed the next release cycle.

Obviously, this is a lot of work. And yet there is more to it. A recent scan of job 
postings netted phrases suggesting a secondary job function that hasn’t yet become 
obsolete, the role of the UCD “evangelist”: “Are you a person who enjoys creating 
and evangelizing feature design and UI architecture and who has strong, proven 
customer affi nity and user empathy?” The UCD professional still has to argue for 
the validity of her position and methods, while doing the job itself at the same time. 
She is asked to be an agent of change, which suggests there is something recognized 
to be “wrong” with the current work processes by at least the hiring manager. 
Though not offi cially studying her organization and colleagues as would an ethnog-
rapher of technology creation, the designer must still bring a critical outsider’s eye 
to her role in order to understand and improve on these fl aws in the processes. I 
have experienced this myself. At one company that has had a sizable UI team for 
the last six years, I was informed by my manager that I could be “a great ambas-
sador for the UI team.” We were indeed still fi ghting a war, I discovered. The mantra 
“pick your battles” is common in design organizations, suggesting ongoing nego-
tiations over disputed territory—decision making about the product—that may at 
any point erupt into confl ict and potential loss of professional capital.

A third distinct function in many advertized UCD jobs is project management. 
The UCD professional must, while evangelizing, also “manage the design process, 
drive decisions, create schedules, and track issues”; she “must have strong project 
and people management skills and be able to function as project leader as well as 
individual contributor.” Note that this is the role of project manager of the status 
quo—or enough of the status quo to be producing results from diverse individuals 
in harmony with existing schedules, admitting only negligible possibility of radical 
change to the process at the same time.

UCD professionals are usually employed by executives who do not have an HCI 
background (the glass ceiling above us remains an industry fact; see Shneiderman 
et al. 2002); they often have poor understanding of what we do and how we do it, 
and of the challenges we face daily. These executives are supporters insofar as they 
have secured a certain head count for us, but we remain critically outnumbered, 
minorities like Diana in her role as ethnographer. A colleague told me he was 
looking elsewhere because his current company “wasn’t ready” to implement UCD, 
despite having hired him as a gesture in the right direction; one sole person isn’t 
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capable of changing an entire organization’s methods, as many of us have learned 
the hard way.

Supportive executives may at times offer support within circumscribed limits. 
Evangelism might be required for cultural change, but the resulting confl ict is often 
not welcome. “Champions” must be vocal, question tacit assumptions, expose 
criteria for decision making at the most basic levels, instantiate design concepts 
(often other people’s ideas) before implementation in order to facilitate inspection 
and evaluation. This is not a comfortable process for many team participants. 
Higher status individuals often respond poorly to critique of their ideas by people 
they don’t recognize as possessing skill or authority. (One consulting client told me 
that he would “believe” my usability testing data, but not my proposed expert 
review of their corporate design work, despite the greater cost of a test with twelve 
subjects.)

Hiring and performance reviews uncover status disparities by revealing outra-
geous or unrealistic expectations about our work or, frequently our personali-
ties—while many engineers appear to operate free of psychosocial evaluation. At 
one company, one of my design candidates was criticized as “boring” and “hard 
to interrupt” by an engineering manager, these attributes apparently more impor-
tant than her potential contributions to design quality. A usability manager told me 
that her staff were required to “get along with everyone” and that this was a criti-
cal competency. Salaries and shipping bonuses refl ect a disparity in perceived con-
tribution; UCD staff are often paid less than engineers despite their workload and 
the stress under which they operate. Their work is assumed to be nontechnical, 
when they are not writing code; and nontechnical work is seen as less valuable than 
technical work in most software organizations.

Data and Design Are “Easy”

Diana frequently encountered an assumption that qualitative fi eld data were “anec-
dotal” and “easy” to collect, because the ethnographer, the actual instrument of 
analysis, made the work invisible to observers. I’ve encountered the same attitudes, 
both regarding data collection and design.

Minority status and confl icting roles for the designer often result in design failures 
when decisions are being made by a team at the whiteboard. Design discussions 
may lead to less than ideal compromises for the sake of project advancement when 
the sole designer in the room is also required to bring issues to timely closure, given 
her project management role. Don’t assume that the team bows to her expertise in 
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any way during these discussions; I’ve rarely seen design direction accepted without 
debate, and on some teams the most trivial of details (radio buttons or checkbox?) 
causes the most severe bickering. Design looks simple and sometimes random to 
outsiders and so the substance of it is sometimes assumed to be trivial as well; and 
big picture workfl ow issues or capability decisions are often assumed to be outside 
our domain or skill set, unlike, say, icons.

Business reliance on second-hand market research data often leads to confl ict for 
the UCD professional armed with an alternate or deeper understanding of research 
methods. A product management director once provided feedback to my manager 
that I was allowed “to listen, not talk” at product team meetings, after an incident 
in which I questioned the product plan rationale based on data I had previously 
presented from user research. Market research data is often not shared or exposed 
to examination, unlike UCD data which is integrated into the design process.

Usability testing, often made as visible as possible to the development team, is 
routinely questioned as to its validity. I fi nd this particularly discouraging since such 
testing is regarded within the HCI community as a good way to ease “usability” 
into many companies. Observers may dismiss the qualitative data with complaints 
about too few subjects, recruitment of the “wrong” or “stupid” users or users who 
didn’t read the required documentation, fl aws in the prototype or tasks, and so on. 
During observation of the fi rst usability test ever done on a version 8 product, one 
developer asked me, “Don’t we already know all of this?” I was paralyzed for a 
minute, refl ecting on our relative frames of reference for what was going on here; 
who “we” were to him, what we might “know,” what “this” meant to him, and 
how to explain what I was seeing and why it might be different from what he 
saw but was nevertheless—and perhaps because of that difference—potentially 
valuable.

I thought of Diana.

Implications for Design

As UCD professionals, we are hired and evaluated by metrics that refl ect how 
enlightened the organization is to the value we bring and the challenges we face. In 
my experience, many of these organizations are less sophisticated than we expect 
at this point in HCI’s evolution. Our ability to be innovative designers and to effect 
change in products and processes are challenged by the simultaneous requirement 
that we be “team players” and project managers. Design looks “easy” when 
it’s done by a trained professional. Our qualitative data appear dismissible to 
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engineering colleagues. Like Diana among AI researchers, we are outnumbered, and 
many executives are not yet truly supportive of our contributions as nontechnical 
team members in software development.

We may be required implicitly to be critics of our organizations in our role as 
evangelists; but I believe it’s time explicitly to critique corporate design politics and 
our occasional complicit acceptance of our lack of infl uence. If we expose the dif-
ferences in power and status that limit the practice of effective UCD, we might 
improve our position, and the position of our junior colleagues and students in the 
future.
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A. Krupat, 1992: Ethnocriticism: Ethnography, History, Literature

When I fi rst read Arthur Krupat’s book, Ethnocriticism: Ethnography, History, 
Literature, I was looking for serious, constructively critical interpretations of Native 
American cultural works. I had become frustrated by the seemingly narrow range 
of choices that were conventionally available. I wanted more. I wanted some sense 
of what the Native stories were and are, before they had been domesticated into 
forms that were easy for the dominant culture to assimilate. And I wanted some 
help in understanding what I was reading, exactly because I was a member of that 
dominant culture, and I wanted to educate myself to know more than that culture 
could teach me.

Krupat’s work did indeed provide me with ways of thinking about Native 
American cultural works. But, somewhat unexpectedly, his work also provided me 
with new ways of thinking about the diffi cult issues in ethics, politics, and episte-
mology that HCI workers face when they work with users who have less organiza-
tional power than they themselves. To borrow a phrase from Barbara Kingsolver 
(1989), Krupat’s work helped me to see myself and other HCI workers in “a new 
perspective on a power structure in which they were lodged like gravel in a tire.” I 
found that his analysis of an analogous situation provided both an alarmingly 
precise description of our problems and a number of heuristic approaches for solu-
tions to those problems. I will explain.

Krupat described the situation of the ethnohistorians during the period immedi-
ately after World War II, when the U.S. government was evaluating the claims of 
hundreds of Native Nations to sovereign nation status. For each nation, tribe, or 
band of Native Americans, the granting of sovereign nation status led to important 
advantages in their struggle for cultural survival within a majority culture that 
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operated by different values, different concepts of what constitutes knowledge, dif-
ferent ways of preserving knowledge, different rules of evidence, and above all 
different ways of making and justifying decisions. A Native Nation that achieved 
sovereign nation status was allowed to conduct its own limited self-government, to 
manage land that it controlled, and to preserve its own values through education 
and community resources.

Yet the irony was that decisions about sovereign nation status were determined 
by rules specifi ed by the U.S. Congress in establishing the Indian Claims Commis-
sion, whose working principles were written within the value system and cultural 
assumptions of the European colonists. Enter the ethnohistorians, who were anthro-
pologists charged with the responsibility to translate from each Native Nation’s 
language, culture, history, and claims into the language and evidentiary rules that 
were required by the fi rst-world members of the U.S. Congress. Each ethnohistorian 
was thus at the cusp of two cultures, and had to face two bodies of knowledge, two 
ways of thinking about those knowledges, and two sets of rules for legitimating or 
delegitimating claims based on those knowledges.

The Native Nations had very little power when facing the U.S. government, and 
thus their survival depended on presenting their histories and making their claims 
in terms that the majority culture would fi nd persuasive. Although an ethnohistorian 
might understand and sympathize with the Native view in a particular case, he or 
she was required to ignore any knowledge that did not fi t into the rules of evidence 
and argumentation that Congress had specifi ed for the Commission. Ethnohistori-
ans faced a series of challenges, in ethics (how to mediate between two nations of 
vastly unequal powers), politics (how to argue for the Native Nations while remain-
ing within the limits set by the Act), and epistemology (what did they know? how 
did they know it? what were they allowed to know?).

But what is the relevance to HCI? I have claimed (Muller 1997) that, when an 
industrial HCI worker analyzes the work practices of users, the situation can be 
eerily similar to that of the ethnohistorians—especially if the users have less orga-
nizational power than the HCI worker and the team that he or she represents. Like 
the ethnohistorian, the HCI worker must translate between the worlds of the less 
powerful (the users) and the more powerful (the development team, or the execu-
tives who assigned the project to the development team). Like the ethnohistorian, 
the HCI worker has access to the users’ concepts of knowledge, the users’ ways of 
using that knowledge, the users’ rules of evidence, and the users’ strategies for 
making and carrying out decisions. Like the ethnohistorian, the HCI worker must 
provide a version of the work of the users that fi ts into the rules of evidence and 
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argumentation that are used by a more powerful constituency—software engineers 
or executives. Like the ethnohistorian, the HCI worker faces signifi cant problems 
of ethics, politics, and epistemology.

Many of my own work dilemmas in product organizations now made much more 
sense to me. When I woke up in the middle of the night, sweating and guilt-ridden 
about a report or recommendation I had made, I could begin to see my work not 
simply in terms of analysis and engineering, but rather as a series of political acts, 
made within a political structure, and strongly shaped by confl icting loyalties within 
that structure—loyalties to the users, to my project teammates, to my own organi-
zation, and to our client organization. How was I to mediate between the nearly 
powerless users and the very powerful executives who had commissioned our work? 
How could I represent the complexity and subtlety of the users’ work practices, 
when my own teammates and their executives wanted simple answers that were 
often based on erroneous and sometimes dismissive assumptions about the users?

Fortunately, Krupat (1992) went beyond problem analysis to propose a set of 
principles through which people in his position—in a position similar to that of the 
ethnohistorian—could come to understand a culture that was not their own; could 
learn to criticize the basis of their own power; could analyze how their perspective 
was unintentionally infl uenced by that power; and could explore ways of commu-
nicating effectively and respectfully across those dimensions of difference and power. 
Krupat wrote of three major principles:

• Multiculturalism in education, including a tolerance for ambiguity, a commitment 
to dialogue, and an active questioning of the assumptions of any culturally rooted 
perspective.
• Polyvocal polity in relationships, including an embracing of different views, 
a commitment to negotiated interactions and conclusions, and a democratic 
epistemology (my phrase) in which any characterization of a person or group 
should be stated in ways that allow the person or group to verify or validate the 
characterization.
• Heterogeneity as a norm in ethics, in which judgments and decisions are based in 
and refl ect the interests of all the concerned parties, whose perspective are assumed 
to have equal validity (if not equal weight).

These concepts resonated for me with the participatory design methods that I had 
been reading about (Bjerknes, Ehn, and Kyng 1987; Schuler and Namioka 1993) 
and developing (Muller 1992, 2003; Muller et al. 1995), and provided me with a 
richer theoretical approach than the then-dominant, purely political rationales to 
participatory design. I modifi ed Krupat’s approaches to cultural critique, and, 
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drawing on a large body of work in HCI and cultural studies, developed a series of 
questions or “ethnocritical heuristics” to help me think through the diverse and 
troubling choices I faced as an HCI worker (Muller 1997). These questions focused 
on the following general areas:

• The analyst’s location with respect to the boundaries or hybrid regions between 
users and other stakeholders (e.g., within one group, or at the boundaries between 
groups).
• Translation as a core process in HCI (see also Muller 1999), in which the HCI 
worker translates the user’s domain into terms understandable by the software 
professionals, and the HCI designer back-translates the system or product concepts 
into terms understandable by the users.
• Verbal privilege as a core problem in HCI, in which the HCI worker is required 
to speak with the other members of the team on behalf of or in place of the users 
(see also Roof and Wiegman 1995).

These concepts have continued to inform my approaches since then. I don’t claim 
that these concepts have saved me from all mistakes in areas of ethics, politics, and 
epistemology, but I think that Krupat’s infl uences on my work have reduced the 
number and impact of those mistakes.
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Some Experience! Some Evolution!

Gilbert Cockton
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J. Whiteside, J. Bennett, and K. Holtzblatt, 1988: “Usability Engineering: Our 
Experience and Evolution”

John from IBM, and John and Karen from DEC (Digital Equipment Corporation), 
liked to share, and in 1988 they shared the experience and evolution of their usabil-
ity engineering in the fi rst ever HCI handbook (Whiteside, Bennett, and Holtzblatt 
1988). They wrote as facilitators looking for collaborators in a new endeavor. They 
advised usability practitioners to discover results personally by adopting, adapting, 
and extending their methods. They knew that their work was provisional and evolv-
ing, and that cookbook-style method advocacy and authenticity could not mix. 
Usability specialists had to actively shape their own work, and not just copy from 
others.

This chapter introduced contextual inquiry to the HCI world. It excited my col-
league at the Scottish HCI Centre, Brian Sharratt. He explained their shift from 
testing in the laboratory against preset targets to inquiring in the fi eld, in the context 
of use. For the next eighteen years my knowledge of this chapter was based on these 
initial conversations with Brian and an occasional skim of the chapter in libraries, 
publisher’s stands, or of colleagues’ copies.

Only now have I fi nally read the chapter from beginning to end, and it is more 
fresh and relevant today than in 1988. When Brian ran through the points of their 
argument it all made sense to me. I was a school teacher before starting my HCI 
Ph.D. in 1983 and my education degree had covered the sociology of education, 
which emphasized the community context of schools. Context-independent HCI 
made no more sense than context-independent education. The philosophical back-
ground was familiar too. My initial history major had included the history of 
political thought, and my education degree added more philosophy. However, I was 
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skeptical about how many HCI readers would (want to) grasp the authors’ mes-
sages. My initial use of social perspectives in my Ph.D. work had been labeled as 
“purple prose” and I expected the authors to suffer the same fate within an HCI 
community that remained dominated by the program set out by Card, Moran, and 
Newell (1983). Human information processing and cognitive optimization were the 
order of the day, much as drill and rote learning had been the bedrock of education 
in a previous century. Thus I read far more cognitive psychology as an HCI Ph.D. 
student than I had as an education undergraduate! But, as a school teacher, social 
perspectives from my degree had proved far more effective in the classroom than 
cognitive ones.

I followed Karen and collaborators’ work as it evolved within and beyond DEC 
(Wixon, Holtzblatt, and Knox 1990; Beyer and Holzblatt 1996). One of my Ph.D. 
students, Steven Clarke, was excited by the 1993 CACM paper, and based much 
of his Ph.D. (Clarke 1997) on the 1996 book.

I’ve always felt that I understood everything in the chapter, even though I’d never 
properly read it. Discussions with Karen at Morgan Kauffman receptions at CHIs 
since 1998 reinforced this misunderstanding, as we focused on issues concerning 
contextual inquiry and interpretation of fi eld data within the handbook chapter.

My enduring memory of the authors’ argument was that laboratory testing 
doesn’t work and that fi eld methods are essential. Reading the chapter properly for 
the fi rst time, I can see that this is an oversimplifi cation. The chapter is in three 
parts. The fi rst covers their experience with usability engineering over several years 
at DEC and IBM. This unevolved experience actually remains close to the state of 
the art. It is clear that their approach to laboratory testing did work, but that with 
fi eld methods they could do even better, creating improvements of 300 percent 
rather than 30 percent. Part 2 is a short introduction to phenomenological 
approaches. As I’d used these in my undergraduate dissertation on commonsense 
knowledge and humanities curricula, I’d just skimmed these pages, but even there 
I’d missed so much. Part 3 is the fi rst-ever coverage of contextual inquiry, DEC 
technical reports apart. This is largely what I remember about the chapter, that is, 
the evolution of usability engineering into contextual design.

Part 1 is excellent. John and Mashyna (1997) had argued that downstream utility 
should be the main evaluation criterion for evaluation methods. Practices at IBM 
and DEC had relevant measures for this in place at least a decade before there was 
any extensive HCI research focus on downstream utility (which is only now reach-
ing any critical mass; see, e.g., Stage and Hornbæk 2006). User testing in the 1980s 
at IBM and Digital was focused on “what will count as success” with a clarity and 
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repeatability that failed to inform 1990s research dilemmas on the true nature of 
usability problems (Lavery, Cockton, and Atkinson 1997). The usability process 
was then fi rmly located in a well-managed commercial engineering design process. 
It thus did not suffer from current diffi culties in making usability relevant to devel-
opment processes that come closer to simple “making” or “building” than “design 
for a purpose” (Cockton 2006). IBM and DEC’s processes had explicit goals and 
shared understandings of “how satisfactory completion will be judged.” There is a 
painful gap between the maturity of these usability processes and the development 
chaos in some current research studies of downstream utility.

Usability at IBM and DEC was a well-managed process, with sensible and fl ex-
ible joint target setting. Usability specialists acted as facilitators, empowering design-
ers through coaching to set project-specifi c usability targets, and avoiding the naive 
researcher’s obsession with universal defi nitions of “usability.” Lists of possible 
usability attributes are presented in part 1, with a clear warning that these are 
neither universal nor mandatory. The phenomenological and existential perspectives 
in this chapter require responsible independent action from usability specialists. 
Although parts 2 and 3 of the chapter focused on context, part 1 clearly took a 
contextual approach to defi ning and measuring usability: “we fi nd that we tailor 
the construction of actual usability specifi cations to fi t the needs of each individual 
situation” (p. 798). This process is illustrated via the iterative development of DEC’s 
EVE text editor.

You have to read the rest yourself. However, I would regard approaches in part 
1 as the minimal competences for specialists and organizations employing usability 
approaches. Sadly, their standards of empirical evaluation, causal analysis, design 
change recommendations, and process management are rarely met in published HCI 
research. Compared with DEC’s and IBM’s standards from the 1980s, too much 
HCI research today could be regarded as incompetent.

Why has this wisdom been buried for so long? Quite simply, because myself and 
others were drawn to the evolution part of this chapter (and its further evolution) 
and not the experience. However, their experience remains state of the art as far as 
laboratory-based testing within an engineering process is concerned. An important 
part of HCI history must be recovered here.

The evolution part is better known, because it introduced contextual inquiry to 
a wider world, but just as psychologically focused HCI remained dominant and 
drove social perspectives into a largely separate CSCW community from 1986 
onward, so ethnography came to dominate research discourses on context. Holzb-
latt and colleagues’ pragmatic development of contextual design was eclipsed by 
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ethnography’s arrival, with Karen giving a long overdue HCI conference keynote 
in 1999 at INTERACT in Edinburgh. HCI research in the 1990s thus failed to 
absorb the experience of Whiteside, Bennett, and Holtzblatt, as well as the evolution 
of contextual design. The evolved approaches in their chapter were taken up by few 
HCI researchers and usability practitioners. The main infl uence was to extend the 
best usability practice to include fi eld methods, but the excellent engineering design 
in their experience has been largely ignored. HCI research missed out on developing 
a balance of approaches from design, engineering, psychology, and social science, 
and thus failed to integrate the authors’ evolution with their experience.

In HCI research publications, social approaches have remained largely academic 
and detached from real engineering and design practice, especially commercial 
practice. The potential of grounding engineering design in social approaches has 
thus been largely missed. Instead, interaction design within its largely unpublished 
commercial design contexts has taken the best of HCI and claimed it for itself, 
transforming it into a general “design thinking” approach (Brown 2005) that now 
underpins innovation and competitive advantage across a range of industries.

This chapter remains essential reading. The equivalent chapter in the second 
edition of the handbook was written by colleagues of Whiteside, Bennett, and 
Holtzblatt (Wixon and Wilson 1997), and focused much more on experience rather 
than evolution. Contextual inquiry/design became one of several “other approaches 
and methods” in the newer chapter. It was no longer an approach that delivered 
far more than laboratory testing by addressing inherent limitations of mainstream 
usability approaches (which once again are covered with a breadth, depth, and 
credibility of understanding by Wixon and Wilson that is sadly rare in current 
usability writing).

Although the original chapter is now hard to access, it is a key historical turning 
point in HCI, not from the laboratory to the fi eld as many may believe, but from 
the laboratory alone to the laboratory and the fi eld. Also, the term user experience 
is ubiquitous in the chapter, fi fteen years before the fi rst SIGCHI cosponsored DUX 
conference. As with design thinking, user experience is now largely a product of 
design communities who have taken HCI ideas and actually done something with 
them. At least this chapter shows where it all began as R&D staff at IBM and DEC 
moved HCI beyond Taylor’s stopwatch to Heidegger’s detached phenomenology. 
Their experience with usability engineering was not enough, and they drove them-
selves through an evolution into something deeper, broader, and more authentic.

The question now is whether HCI can currently generate the breadth and depth 
of authenticity and innovation that were present at IBM and DEC in the 1980s. 
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HCI can start by reappropriating what interaction and service design communities 
have borrowed from us and refi ned in leading-edge practice across many domains. 
Returned to after eighteen years, Whiteside, Bennett, and Holtzblatt’s chapter raises 
issues of whether HCI research can be effectively (and authentically) separated from 
leading-edge practice. I have no doubt that this chapter is one of the most substan-
tial contributions ever, in both breadth and depth, to HCI research and practice. I 
hope that others will now read it and benefi t from its magnifi cence.
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E. Mumford and M. Weir, 1979: Computer Systems in Work Design—The 
ETHICS Method

Transformational inspiration is a wondrous and rare thing, yet this is exactly 
what Enid Mumford and Mary Weir achieved with their book, Computer Systems 
in Work Design—The ETHICS Method (Mumford and Weir 1979). This book 
was published in the days when computers were just beginning to move from 
the back offi ce to the front offi ce. At that time, the fi eld of human–computer 
interaction (HCI) had not yet emerged as a separate subdiscipline from human 
factors. I was a newly minted Ph.D., working in a group that was just transi-
tioning from the traditional human factors paradigm where we worked with 
design of physical controls (“knobs and dials”). Coming at such a pivotal time, 
this book inspired me and many others to broaden our thinking. It encouraged 
us to focus not only on designing computer systems for individuals, but also on 
the fi t with organizations and organizational systems. It presaged the emergence 
of the participatory design, computer-supported cooperative work, and macro-
ergonomics communities. In addition, Mumford and Weir’s emphasis on the 
importance of the organizational environment required actually spending time in 
the fi eld with representatives of all of the stakeholders in an organization. Thus 
their methods were precursors of the more fi eld-based and contextual ways of 
collecting user data that have become so central to HCI and user-centered design 
(UCD) today.

To appreciate just how radical this book and the sociotechnical systems (STS) 
approach which it demonstrated and advocated really were, it is important to 
understand the technical environment of the time, as well as the then-standard 
practices for system design and implementation.
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Offi ce Technology in the Late 1970s

It is all too easy to forget the upheaval and stress that accompanied the introduction 
of computers into the offi ce environment in the 1970s. Users were encountering 
these devices for the fi rst time, without the basic computer background that is taken 
for granted in offi ce workers today, and they often met them with anxiety. These 
users were far more diverse and far less technically inclined than the technical people 
who had developed the computers for data-crunching in the fi rst place, and who 
were now responsible for rolling out the new offi ce technology. These new “end 
users” faced vast changes in their jobs and in their lives. Their fears were exacer-
bated by the top-down way that technology was typically implemented.

The technology itself was intimidating. The fi rst computers in offi ces were dumb 
terminals connected to mainframes, using command line interfaces or hierarchical 
menus. These terminals, which had so-called green screens, were monochrome CRTs 
with either green or amber or, later, white characters. Design was hampered by tech-
nical constraints and by lack of attention to usability. Lacking color, the only ways 
of highlighting were to use bold face, underlining, blinking, or  reverse video  char-
acters. Sometimes, developers combined these to make text both bold and under-
lined, or worse, added blinking to that! In addition, in early word-processing menus, 
TEXT WAS PRESENTED IN ALL CAPITAL LETTERS. The result was a visually 
chaotic environment. Without pointing devices, people moved the cursor around 
with the tab key, and hit “enter” to make a selection. But even worse, the underlying 
mainframe technology was rigidly hierarchical, immutable, and extremely unforgiv-
ing of user mistakes. Imagine the headaches (literally) that this caused for users, of 
course made all the worse by the fact that many were none too thrilled to be working 
on these machines in the fi rst place.

Although the technology in those days was far less sophisticated than it is today, 
even so it was vastly more sophisticated and complex than what most users, most 
of whom were clerical staff, had encountered up to that time. For them, the shift 
to mainframe word processing was fraught with challenge. For older secretaries, 
there was a loss of status as they struggled to master this new form of technology 
and lost much of what had been satisfying to them in their jobs. One secretary I 
worked with early in my career broke into tears while trying to explain how much 
she missed the status she had previously enjoyed because she was the fastest typist 
and could use her political savvy to get meetings scheduled with anyone in the 
company. With her “new computer,” she was “just one of the typing pool again—
and no longer the fastest at that because of these new-fangled computers!”
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Organizational Contexts of System Implementation

Typically, word-processing implementations were managed by information technol-
ogy (IT) departments. As is often true today, they were fi lled with people who 
understood and even loved computer technology. They were often the very techno-
philes who were responsible for companies’ adopting word processing in the fi rst 
place. Typically, they did not understand the users’ context, fears, or concerns. In 
addition, even if they had understood the needs of users, their ability to fi t the 
technology to them was limited, given the nature of the mainframe and the 
challenges that the technology itself posed. Making changes was costly and time-
consuming, so it was easier to try to change humans (by training them) than to try 
to change the technology. Designing to improve the fi t between users and technol-
ogy, or even considering that fi t might have anything to do with performance, was 
not “on their radar” at all.

Enter Sociotechnical Systems

It was in this context that Computer Systems in Work Design—The ETHICS 
Method was published. Enid Mumford was a longtime visionary and pioneer. Early 
in her career, as an action researcher, she did industrial relations research that 
included talking with coal miners (while they were working the coal face itself) and 
studying stevedores on the Liverpool docks. At Manchester Business School, as the 
fi rst woman with a full professorship in a U.K. business school, she began doing 
research on the “human side” of computing long before it was fashionable. She was 
the fi rst person to apply “sociotechnical systems” (STS) thinking to the design and 
implementation of computers in offi ces. She remained active in the fi eld until her 
death in April 2006.

Perhaps it was because Mumford originally approached computers from an orga-
nizational perspective that she realized the signifi cance of the organizational dynam-
ics to the failure or success of the computer implementations that were becoming 
so widespread by the late 1970s. The term “usability” wasn’t in the lexicon yet and 
wouldn’t be in wide usage for at least another decade, but the issues which she 
made her priorities—the fi t between the individual, the organization, and the tech-
nology—are clearly key elements in HCI today. As she pointed out:

For many years past, engineering systems have been designed with little attention paid to the 
job-satisfaction needs of the worker operating the production process. These systems were 
introduced with the implicit assumption that the human being would and must adapt to the 
demands of the technology. (Mumford and Weir 1979, p. 8)
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In addition:

Because the human part of the system is either not included in the design process, or not 
considered until a very late stage, the human consequences of these decisions may not be 
recognized until the system is implemented. This can lead to the technical system infl uencing 
the human system in a way which was never envisaged by the systems designers. (Ibid., 
p. 9)

She clearly saw the problems that resulted from this lack of human involvement 
in system design.

The ETHICS method (Effective Technical and Human Implementation of 
Computer Systems) was defi ned as “a set of principles which assists the systematic 
and integrated design of both the technical and human parts of any system so that 
both technical effi ciency and job satisfaction are increased” (ibid., p. 10). Mumford 
and Weir argued that this would naturally lead to many benefi ts to both organiza-
tions and individuals, most notably job satisfaction and a higher “quality of working 
life.” Mumford’s previous work in industrial relations gave her a broad understand-
ing of the elements of job satisfaction from both an academic and a practical per-
spective, and, indeed, the fi rst section of the book gives a review of the various 
schools of thought on the elements of job satisfaction. Her defi nition of job satisfac-
tion was “the achievement of a good fi t between job needs and expectations and 
job experience” (ibid., p. 15). She further broke this down into several categories 
of “fi t,” ranging from psychological fi t to effi ciency fi t, task structure fi t, and ethical 
fi t.

This framework structures both measurement of current circumstances as well as 
job and technology (re)design efforts. The ETHICS method includes the following 
steps:

• Diagnosis of long-term organizational needs to assess current and future “fi t.”
• Sociotechnical systems (STS) design to match potential technical and social advan-
tages in order to maximize both.
• Systems monitoring to track the process of implementation to correct issues as 
they arise.
• Post-change evaluation of the design and design approach in order to make future 
efforts more effective.

Not only does this book give readers an introduction to the ETHICS method, but 
it also provides three case studies in the form of “exercises.” This makes it extremely 
useful for students and practitioners alike. I remember that I personally found this 
to be one of the most valuable parts of the book since it helped cement the core 
learning by guiding the reader through the process of applying the methods to three 
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very different cases. Although the technology in these cases may seem dated, the 
exercise of applying the knowledge may still be valuable for readers. Indeed, the 
unfamiliarity of the technology itself may force the learner to focus on the situation 
described, rather than falling back on preconceived ideas of the world.

It is safe to say that Mumford is the “foremother” of much of the participatory 
design and computer-supported cooperative work that has been done over the past 
two decades. The ETHICS method was an early attempt to focus in a structured 
way on the importance of including and understanding the needs of humans in the 
design process. As such, it played a major role in shaping the fi elds of organizational 
design, management, information systems, and HCI, among others. It was not only 
interdisciplinary and participative, but also eminently practical. Her pragmatic 
inclusion of workers (now referred to as “users”) on interdisciplinary teams helped 
to make her approach effective. In addition, her work was the basis for the develop-
ment of many of the fi eld research methods that are now common in HCI. Her 
interdisciplinary philosophy encouraged and supported the extension of her ideas 
and their application to ever-widening areas, including the areas she was focusing 
on at the time of her death, namely the problems of cyber-crime and drugs.

Enid Mumford gave a plenary address at CHI86. Unfortunately, the CHI com-
munity was not ready to hear her message. I remember my embarrassment at the 
number of people who walked out on her session. I only hope that we, as a com-
munity, can fi nally see the relevance of her work and her message as we develop 
and implement new technology. Only by understanding the technology, the user, 
and the user’s context can we design technology that truly “works” for people and 
for the organizations in which they work.





VII
Tacking and Jibbing

How do we grow as researchers, designers, or practitioners? At times we encoun-
ter a new idea and we don’t quite know what to do with it. What we eventually 
make of a new idea can have a profound impact on who we are and what we 
think. The essays in this section all have to do with, in one way or another, 
how particular pieces of work have changed people. In some cases the work 
changes how they see things and approach problems, in others it infl uences their 
direction of personal and professional growth, and in still other cases it provides 
fodder for shifting the views of colleagues. Research makes a difference in many 
ways, but in our opinion this—the altering of individual trajectories—is one of the 
most profound.

Although it is a bit diffi cult to take Judy Olson’s claim to be a “slow learner” 
seriously, her account of Wanda Orlikowski’s “Learning from Notes” is a fascinat-
ing description of a researcher versed in quantitative methods encountering quali-
tative research, and her resulting musings and gradual shift in approach. The next 
essay picks up this theme, with Elizabeth Churchill’s discussion of King Beach’s 
paper, “Becoming a Bartender” and her exploration of the tensions between a lab-
based cognitive modeling perspective and a more situated perspective that tries to 
take into account the social, cultural, and material factors. Next we have Allison 
Woodruff’s account of Mateas et al.’s early paper on computing in the home, which 
aptly demonstrates that even a short, “nonarchival” paper can have a lasting 
impact. The next two essays take up works from beyond the borders of HCI, 
Wendy Mackay discussing the impact of James Lovelock’s book about the Gaia 
hypothesis on her view of HCI, and John Thomas recounting how Peopleware, a 
practitioner-oriented book by Tom DeMarco and Timothy Lister, shaped his 
approach to managing HCI groups. Next, William Newman asks why it is that 
HCI research so rarely offers answers to specifi c design questions, and takes us on 



his quest—beginning with Walter Vincenti’s What Engineers Know and How They 
Know It—to fi nd out. The section concludes with Michel Beaudouin-Lafon’s refl ec-
tions on Peter Wegner’s “Why Interaction Is More Powerful Than Algorithms,” 
a paper that, one senses, he delights in sharing with his harder-core computer 
science colleagues.
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W. J. Orlikowski, 1992: “Learning from Notes: Organizational Issues in 
Groupware Implementation”

I am a slow learner. I, like many of us, take a while to assimilate new ways of 
thinking. Thus I was a slow learner with Orlikowski’s 1992 CSCW paper, “Learn-
ing from Notes: Organizational Issues in Groupware Implementation.” And, in the 
end she didn’t persuade me wholly to take her side (see later comments about her 
philosophy). But I was signifi cantly infl uenced by this paper in that it changed what 
I focused on in research and how I approached the issues.

In “Learning from Notes,” Orlikowski reports on an in-depth analysis of one 
consulting offi ce’s adoption of Lotus Notes. Orlikowski, as an ethnographer, views 
this situation through the lens of structuration theory, which focuses not on the 
individual but the social order in which individuals are situated—the cultural norms, 
the reward structure, the distribution of power, and so on (Giddens 1986). Interest-
ingly, neither the phrase “structuration theory” nor Giddens appears in the paper. 
With a keen ear, Orlikowski heard about a number of incidents where people 
expressed their frustration both with the rapid roll-out of the technology and their 
limited understanding of what Notes could do for their work. As a consequence, 
Notes was considered a failure—not because it wasn’t used, but because people 
were not using the power of Notes. Instead of taking Notes as a “breakthrough 
technology,” as the CIO had hoped, people merely used it to support the activities 
that had already been part of their work. Instead of sharing information, such as 
client backgrounds, proposal drafts, and the like, in shared folders, they used it as 
an email platform, sending attachments around as they had with their previous 
email system.

Several aspects of their culture proved to be barriers to full adoption as well. 
Since there was strong pressure to work on client projects and accumulate “billable 
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hours,” people were reluctant to take extra time, their own personal time, to learn 
Notes and appreciate its functionality. Furthermore, even if they did know how to 
use it, they were reluctant to share their best material because the path to promotion 
was individual achievement. Although the whole organization would be better off 
by everyone sharing their expertise, the individuality-focused reward structure 
fought against that. Why would their stars share their best work and make others 
more competitive?

These fi ndings are often cited as things one has to do to ensure a smooth 
adoption:

Train people not just how to use the system, but how to incorporate it into their 
work (although they will adapt the technology a bit differently than the developers 
might have envisioned).
Design the incentive systems to encourage people to learn the systems (in this case, 
they should have opened an account to which to charge the learning time) and to 
make the purported goal attractive (in this case, they should have altered the reward 
structure to support the goal of sharing).

It might gall Orlikowski to have prescription arise from her work; as a good 
ethnomethodologist, she does not believe in generalizations, but holds rather that 
everything is highly specifi c. And yet, I react to her work through my own lens and 
adapt it to what I know and believe. The irony here is that I am doing what struc-
turation theory would say I’d do. I’m taking her artifact and altering to fi t my needs. 
My attitude about her philosophy was, “If you can’t generalize, then what’s the 
point?”

As an HCI researcher, I was looking for design or implementation prescriptions. 
“If you have the right functionality and the right design, and roll it out with the 
right social conscience, they will come.” So the philosophy of not making general-
izations inherent in ethnography did not fi t my beliefs. But her method—being 
intensely engaged in an organization, doing lots of interviews, and then pointing 
out trends—was intriguing. I didn’t know whether I could do it, but I did recognize 
that it was the only way to answer questions that I had not been able to address 
before.

I’m a lab person, a detail person, a quantitative measurement person. I was trained 
in experimental psychology, the predecessor to cognitive science, and at the time of 
Orlikowski’s paper, I had been doing that for twenty-two years as a professor. Some 
old saw about old dogs and new tricks came to mind. I had studied expertise, memory 
organization, mental models, mnemonics, Cognitive modeling, then collaboration 
technology and small group dynamics—all in the lab. Even when I got out of the lab 
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(twice) and videotaped software design meetings at two organizations, I looked at 
the details. We transcribed these meetings and coded them for who was talking, how 
long, what were they talking about, when were they talking about content as opposed 
to orchestrating themselves (Olson, Olson, and Carter 1992). We were counting 
things. We were drawing pictures of the state-transitions in the meetings and the 
growth of ideas and argumentation. I was happy.

Although fascinated by the insights in the Orlikowski paper, I, a scientist, was 
somewhat troubled with the method. She did ninety-one interviews in one offi ce in 
over fi ve months. Admittedly that’s more than talking to a few people and getting 
their opinions. But, recalling that the scientifi c method requires replicable data col-
lection and analysis, I was doubtful about whether this was genuine science. Even 
the paper itself says that “These fi ndings need to be interpreted cautiously as they 
only refl ect the adoption and early use experiences of a sample of the individuals 
within a specifi c offi ce in what is a larger implementation  .  .  .” (p. 363). And she 
continues, “it is possible with time, greater use, and appropriate circumstances, 
these early experiences will change.” And yet hundreds of people cite this work. 
They believed. Why was that? Could I do the same thing?

What made this work believable?
First, the paper is very readable, and judiciously did not mention the body of 

philosophy which she espoused. This was not a paper to convince people to believe 
in structuration theory or the inability to generalize. It was a fi eld study with very 
interesting results.

Second, readers could relate to the fi ndings and see parallels in their own experi-
ence with the adoption of new technologies. Once the results were pointed out, 
people said, “Of course.” In my own experience in the fi eld (which later became 
fi eld studies), I informally asked people about their adoption of various techno-
logies. In one case, I was asking about the adoption of Notes. One high-level person 
said casually while walking down the hall, “I think I missed a meeting. I know how 
to operate it but I don’t know why I want to.” This resonates with the fi ndings in 
the Orlikowski paper.

Third, the paper is fi lled with a number of quotes in everyday English, from real 
people, clustered to make a single point per group. Instead of one pithy quote, which 
a journalist would call a “sound bite,” Orlikowski used twelve quotes to make one 
point, three long quotes to make another, and so on. Use of material like this is 
much like the use of Personas in HCI—it highlights the reality of the situation, that 
these were real people with real concerns expressed their own ways (Pruitt and 
Grudin 2003).
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I was still troubled by the issue of replicability. But in my subsequent self-guided 
training to do this kind of work, I sat in on two important experiences. One was a 
session with Giddy Jordan and Lucy Suchman at Xerox PARC analyzing fi ve 
minutes of videotape (for countless hours), and the other was a seminar on fi eld 
studies at UC Irvine where one researcher challenged another researcher about 
whether she had done her analysis right. The idea is that after being immersed in 
the rich data corpus, you begin to extract patterns, conclusions. Soon thereafter, 
one has to have the discipline to take those new hypotheses and go back to the data 
to try to fi nd counterexamples. Only by a thorough search, and here with a second 
analyst helping with that part of the work, can one be confi dent that the conclusions 
are sound. But in reporting the results, one always puts the disclaimer that this is 
what you saw in this situation and that results in other circumstances may differ. 
One hopes that with a number of cases, then, the real generalizations emerge.

What makes the work interesting?
Ethnographers look at life through the lens of culture, power, trust, and norms, 

things so implicit as to be hidden from normal consideration. Therefore, most things 
that are noticed in ethnography are interesting. Sometimes a phenomenon noticed 
in one arena (e.g., Alpha, the company in which the original paper’s observations 
were made) is seen in another. My hearing “I must have missed a meeting,” quoted 
above, serves as this kind of example.

In other cases, you observe something that is unexpected given your own experi-
ence. For example, on the way to a meeting at a large automobile company I saw 
one engineer walk into another’s cubicle to fi nd out that he was not there. He 
then wrote on the personal paper calendar open on his desk. This surprised me; I 
would neither leave my paper calendar open on my unlocked desk nor wish others 
to write in it. When I asked others about this, they said that at this company the 
norm was to use an electronic calendar on which others, under certain shared 
understandings, could write. For some reason, this person was not participating in 
the online calendar, but accommodated to the norm by leaving his paper calendar 
open.

But for me, probably the most important fi lter on whether or not something is 
interesting is to tell someone the story. This is a variation on the old saw, “I don’t 
know what I think until I hear what I say.” In the act of telling the story to someone 
else, you attempt to frame it in its most interesting, surprising way. And, then by 
seeing the reaction, you can tell whether it is truly interesting or not. Of course, the 
choice of whom you use in this role is important. Someone steeped in the same 
literature is the best, because they can see associations with others’ work, and so 
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on. I have been fortunate to have close collaborators who will listen to my stories 
(and I to theirs), notably Stephanie Teasley and Gary Olson.

So, now I do fi eld work as well as lab work, because I do not want to miss out 
on interesting phenomena relevant to my goals of understanding how technology 
affects teams of individuals and designing suites of technologies to support work. 
Indeed, fi ve years after reading “Learning from Notes,” we wrote “Groupware in 
the Wild” (Olson and Teasley 1996). Four years after that came “Radical Colloca-
tion” (Teasley et al. 2000), which added surveys and daily diaries to observation 
and interview (I still like to count things). More recently we wrote “Distance 
Matters” which combines our lab and fi eld work (Olson and Olson 2000), and we 
are now writing “Doing Science on the Internet” (Olson, Zimmerman, and Bos 
forthcoming). Although I have not given up my lab roots and even moved a bit into 
agent-based modeling, our whole line of fi eld work from 1996 on wouldn’t have 
happened if I hadn’t wrestled with “Learning from Notes.” I am a slow learner, 
but I do learn.
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K. Beach, 1993: “Becoming a Bartender: The Role of External Memory Cues in 
a Work-directed Educational Activity”

One cannot mix a martini in a collins glass given society’s conception of a martini.

—King Beach (1993)

“Being an academic means you will never be content,” a friend said to me recently. 
“Just as you think you have grasped something, you will probably start challenging 
it. We are always looking for a new problem, a new way of looking at an old 
problem, or trying to pick holes in our or other people’s theories.”

Sometimes the impetus to rethink is initiated by a paper that is relatively unknown 
in one’s area of research, one that is not widely regarded to be part of the canon. 
For me that paper was written by King Beach and published in a special issue of 
the Journal of Applied Cognitive Psychology in 1993 (Beach 1993). The paper had 
earlier been part of a symposium on memory and everyday life. The special issue 
was dedicated to cultural psychologist Sylvia Scribner, who had passed away in 
1991 (for Scribner’s writings, see Tobach et al. 1997).

Shifting My Perspective

The fi rst thing that attracted me to King Beach’s article was the title. This was not 
a title I would have expected to see in the Journal of Applied Cognitive Psychology. 
Somehow bars seem more for lay-psychologizing—not an “appropriate” place to 
carry out the serious work of psychological investigation. The second attractor was 
that a friend mentioned he’d read the paper, and thought it made some interesting 
points—a good example of social recommending at work. The paper was a quick 
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read, but it “had legs”; it introduced me to new perspectives and new readings, and 
sparked questions that led to a personal perspective shift.

The Backdrop
Historically, HCI has been strongly infl uenced by cognitive information-processing 
models—using an understanding of cognitive processing in the design, for example, 
of interfaces, programming languages, and teaching aids. Some information-
processing models refl ect a computational model of mind; here, cognitive science 
and HCI overlap, with models of cognition that loosely draw inspiration from 
the cybernetic models of the 1950s.

This was the area of research with which I was engaged when Beach’s paper was 
published. I had been building cognitive simulation models of people’s mental 
models in SOAR, a production system cognitive architecture (Newell 1990). Models 
were crafted in the form of conditional rules for action (if x happens then do y) and 
were intended to show how the learning model that was built into SOAR (“chunk-
ing”) mapped to human learning with practice. To make this mapping I carried out 
laboratory studies that charted people’s performance over time on complex tasks. 
The overall purpose of this endeavor—simulation creation and validation—was the 
development of programmable user models (PUMs), models that designers could 
use to simulate how people were likely to comprehend, navigate, and search through 
information, and how people learn to do this more effi ciently (more quickly) over 
time. PUMs could thus be used to help designers make better design choices about 
how to facilitate task execution.

Place Matters

What struck me about King Beach’s paper? First, I was struck by where and how 
the work was done. Second, by implication, I was intrigued by what that meant for 
different conceptions of learning and knowing.

My work was based on building computer simulation models and carrying out 
lab-based experiments that identifi ed some “pure” absolutes of memory and learn-
ing which could be extrapolated to the “real world” wherein those pure understand-
ings could be extended or “contextualized.” By contrast, following Scribner, Beach 
did not generate “ideal” models or carry out lab-based studies. He proposed the 
best site of study (even experimental study) to be the setting in which the activity 
itself takes place. Beach got out of the lab and conducted experimental science at 
bartending school; rather than coming up with an “analogue” of the bar in the 
laboratory, Beach went to the bar.
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The subject of Beach’s study was memory; precisely, how people remember the 
ingredients of complex cocktails and mix them correctly in busy, time-pressured 
environments. He enrolled in a commercial bartending school in New York City 
for a two-week course which involved lecture-demonstrations and practice sessions 
mixing drinks behind working bars. Bartending school graduates were expected to 
have the knowledge and skill to mix 100 different drinks from memory. Beach took 
notes while in class, notes that included some introspection but predominantly 
involved observation of others’ activities. He also conducted structured and unstruc-
tured interviews. From his fi eld observations he posited the issues bartenders attended 
to in their training—accuracy and speed—and derived an understanding of how 
students remembered and produced mixed drinks. He generated a set of experimen-
tal hypotheses regarding changes in memory strategies with developing experience. 
On-site experiments were set up with video cameras to capture what trainee and 
expert bartenders did; notably these experiments built on drills and tests that 
students were already doing in the class.

By moving out of the lab, Beach’s work placed activity, knowledge, and cognitive 
processing in a social and material context in a way that my experimental tests and 
my simulations did not. By going into the fi eld in this way, Beach established 
categories and actions that were meaningful to the participants themselves—he did 
not assume his way of mixing drinks would be the way; he did not indulge in 
“armchair-based ruminations and navel gazing” (as I used to call it) to generate his 
categories for investigation. He identifi ed issues that drew on more general memory 
concepts but that were situated in the particulars of this place and these activities. 
Beach illustrated that one could derive one’s categories for experimental work by 
understanding the environment itself, by carefully studying people in situ as they 
were acting on objects and evolving their understandings—by seeing what was and 
is meaningful to them in practice. Choosing categories to be observable, “count-
ables,” is always a delicate move of approximation; Beach’s work illustrated a way 
in which this approximation could be grounded in the activity.

Cocktail Cognition

So how did students mix cocktails? Beach noted that novices are likely to mix drinks 
one at a time, following remembered recipes step by step. Experts are more likely 
to mix several drinks at a time, and use visual cues to remind themselves where they 
are in a process. Beach named these two systems of external memory cues used by 
the trainee and expert bartenders verbal mnemonic symbols (VMS) and material 
mnemonic symbols (MMS). The former are linguistic cues—names of drinks and 



238  Elizabeth F. Churchill

their ingredients that are rehearsed verbally by the students as they follow recipes 
in the cocktail mixer guide. As these are linguistic cues, they are materially arbitrary 
with respect to their referents. Using a VMS strategy is time consuming and error 
prone in distracting situations, although it is the most obvious initial strategy for 
remembering drinks. By contrast, MMS are an integral part of the object to which 
they refer. Beach offers the example of a glass placed on the bar rail—the shape, 
location, and contents of the glass point to what can be added next and constrain 
the options for what the drink could ultimately be: margarita, lemon drop, collins, 
martini, Martini  .  .  .  oops, that’s not a martini, even though the glass is the 
same  .  .  .  it’s got angostura bitters in it, so it must be a pink gin. That is, expert 
bartenders actively order their working environment to scaffold memory—for 
example, using visually distinctive glasses, adding visible ingredients, and lining the 
glasses up in such a way that the drinks’ list is remembered and the current state 
of progress easily deduced. Expert drink mixers thus tend to use methods that allow 
for interruption and distraction and enable them to focus on what matters—the 
customers. Strategies that are error prone are soon abandoned.

This experiment also revealed how trainee bartenders begin to see glasses and the 
bar differently through experience. They shift from selecting objects from rote 
memory of recipes to working with objects in the world. This move from list-
memory to embodied, perceptual memory could not be achieved by my simulation 
models, which were effectively sightless and disembodied. In this latter view, the 
body is simply a convenient form of locomotion for the brain/mind; the eyes merely 
a means of sucking comprehensible data into the processor. Cognitive simulation 
models like mine would have emphasized the learning of lists of drink ingredients 
and the later execution of the recipe: place a dash of angostura bitters in the glass, 
place a measure of gin in the glass, add a lemon to the rim, goal achieved, end. The 
models would have predicted that drinks would be mixed in full one at a time—
excellent modeling of the behavior exhibited by Beach’s novices. But the models 
could not autonomously achieve the ontological shift to perceptual embodied 
memory in action that marked the move to expert bartending—the shift that Beach’s 
paper so articulately described. The models were well designed; it was the assump-
tions that were built into them that suddenly seemed misguided.

Beyond the Bar

Beach’s paper ends with a refl ection on the experimental results using activity theory 
as a framework. The framework emphasizes that “internal,” mental activities cannot 



A Site for SOAR Eyes  239

be understood if they are analyzed separately from what is going on in the world 
(the “external” activities), because internal and external activities transform into 
each other. This allows for mental plans and simulations, and puts a great empha-
sis on “mediation” of internal (mental) activities and (external) actions through 
“tools”—in this instance the martini glass would be an example of a tool. In this 
study, Beach demonstrated a shift in mediation from internally driven recall to 
mediated recognition as the activity moved from acquiring knowledge of drink 
names and ingredients to a focus on accurate location- and artifact- (glass and posi-
tion) cued recall which allowed the quick and accurate mixing of drinks in an 
interruptive environment. Activity theory also stresses that while things have objec-
tive properties that may be describable in terms of the natural sciences, they also 
have socially or culturally defi ned properties. Thus, Beach’s use of activity theory 
points to the shared meanings of tools, their social and cultural signifi cance—you 
simply wouldn’t mix a martini in a collins glass. In this way tools embody and 
transmit social knowledge and norms.

In summary, the paper had several “aha” moments for me. First, its use of site-
specifi c fi eld investigations rather than generalized laboratory experiments to provide 
a grounded, placed, rather than abstracted, notion of cognition and cognitive pro-
cesses; second, its demonstration of embodied cognition, that is, the active involve-
ment of the physical artifacts and the body in considering how activities unfold; 
third, its concomitant acknowledgment of culturally embedded meanings as motiva-
tors and directors for action, highlighting that the laboratory itself is a culture with 
its own motivators for action that do not necessarily correspond to the motivators 
of other domains; and fi nally, its use of a conceptual framework that acknowledges 
the social, cultural, and material aspects of people’s actions. As one reads the paper, 
cognition becomes inextricably linked to place—physically, perceptually, culturally, 
and theoretically. This paper made me realize that one could retain one’s fascination 
with analytic rigor yet not give up on the enchantments of everydayness.

Relevant Today?

Beach’s ideas remain relevant today. It is of course part of a larger trend of estab-
lishing the “real” world (i.e., outside the laboratory) as a legitimate setting for 
carrying out careful and detailed research on human cognition, action, and interac-
tion. It is also thus part of the call to consider the situated nature of activity and 
the sociocultural contingencies of action. Beach’s work, however, does not throw 
the baby out with the bathwater; it does not eschew experimentation altogether. 
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The method (and the paper) includes fi eld work observation, on-site experiments 
and simulation experiments with the framework of activity theory. The work retains 
a notion of experimental investigation, even while it points to the importance of 
site-specifi c understandings.

Further, although novice and expert performance studies have largely fallen out 
of favor in HCI, human attention, learning, and memory are still of import in con-
sidering design decisions in the creation of interfaces, applications, products, and 
experiences of all kinds—from the design of personal information management tools 
to that of calendar tools and self-explanatory interfaces, to consideration of how 
we can support information indexing and tagging, and fi nally to the design of expe-
riences that appropriately balance focus and interruption. These are just a few areas 
of current interest where attention, learning, and memory are at the core of what 
is being designed for, and in some ways, designed around.



39
You Can Go Home Again: Revisiting a Study of 
Domestic Computing

Allison Woodruff
Intel Research Berkeley, California, U.S.A.

M. Mateas, T. Salvador, J. Scholtz, and D. Sornsen, 1996: “Engineering 
Ethnography in the Home”

When I arrived at Intel Research Berkeley in 2004, Intel had a number of 
initiatives on the topic of the digital home. I was attracted to this topic, but my 
previous experience was in conducting interventions and studies in workplace 
environments or public spaces. I was uncertain how to approach the home, which 
presents unique challenges and opportunities for fi eld-workers and designers. For 
example, it is a particularly private and potentially sensitive domain; participants 
are of diverse ages and backgrounds, and they have complex personal relationships 
with each other; the activities of interest are often mundane, so participants fre-
quently have diffi culty reporting them accurately; and access to the home may be 
limited. In facing these challenges, I was inspired by an approach described in 1996 
by Intel researchers Michael Mateas, Tony Salvador, Jean Scholtz, and Doug 
Sorensen in their paper entitled “Engineering Ethnography in the Home” (Mateas 
et al. 1996).

This paper appeared in the CHI 1996 Conference Companion over a decade ago. 
It was a CHI “short paper,” which according to the conventions at the time meant 
it was only two pages long and was not considered archival. CHI is a large confer-
ence with many tracks and a multivolume proceedings. It is easy to miss things at 
CHI, and I suspect that many researchers were not aware of this paper at the time 
it appeared.

Despite its brevity, the paper covers a great deal of material. In a sense, it is a 
microcosm of ethnographic investigation for design. In just two pages, this publica-
tion succinctly and clearly reports a method for investigating domestic computing, 
discusses fi ndings on home life, and draws implications for design. More specifi cally, 
it introduces a method for home visits, presents important fi ndings about domestic 
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routines and the use of technology in the home, challenges fundamental assumptions 
about the design of the personal computer, and puts forward an alternative model 
of computing devices for the home.

Looking back, we can see that the paper was at the confl uence of a number of 
emerging forces—a methodologically innovative paper about research in a new 
domain, conducted during the germination of a nascent research organization. The 
authors worked for Intel, in a group that helped pave the way for Intel Research, 
which would emerge several years later. Since the authors worked for Intel, it was 
natural that they were interested in the design of computing systems. More innova-
tive (particularly at the time) was their choice of domain—the home. When the 
paper was published, very little indeed had been written on computing in the home 
(the more sociologically focused NOAH and HomeNet projects being the primary 
notable exceptions; see, e.g., Vitalari, Venkatesh, and Gronhaug 1985; Kraut et al. 
1996).

The method used by the authors was qualitative and informed by ethnographic 
methods, although plainly the engagements with the participants were of short 
duration and did not constitute full ethnographies. At the time CHI was somewhat 
open to qualitative methods, although not as much as would come to be the case 
in subsequent years. This paper is an excellent example of the kind of work and 
fi ndings that can be arrived at through qualitative methods. The authors studied 
the domestic activities of ten American families, visiting each home and including 
both parents and children in the discussion. The visits began with informal discus-
sion over dinner, followed by a home tour, and then a “day walkthrough” using a 
“fl annel board” (which later came to be called the “felt map”). Note that, as with 
many ethnographically informed inquiries, much care was taken to investigate the 
context (the family members, their routines, their home, etc.) rather than simply 
focusing on the use of technology. As an approach to doing research on technology 
in the home, this style of home visit, with discussion and home tours, holds up well 
today, as does the felt map. Much of this method is still used within many parts of 
Intel, and similar methods are now commonly used by researchers at other institu-
tions as well. Of course there is a long history of researchers applying ethnographic 
methods in their investigations of various domains, but at the time it was fairly 
innovative to apply them to the study of domestic computing and home life. And 
the felt map was a particularly clever prompt, from which we benefi ted very 
directly.

In addition to describing this useful method, the paper also introduces a valuable 
model for thinking about the home, taking into account space, time, and commu-
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nication in the home. For example, the authors investigated where people spent time 
in the home and for what purpose, and compared these fi ndings with where the 
computers were positioned in the home. From these fi ndings, the authors drew 
conclusions about devices that would be appropriate for the physical and temporal 
rhythms of the home. Specifi cally, they brought into question the notion of the 
traditional “monolithic PC” and argued that a collection of small appliances sup-
porting multiple colocated users was likely more appropriate for domestic environ-
ments than the PCs that had historically been designed for business environments.

At Intel Research years later, one of my primary interests was to investigate how 
architectural layout and furniture interacted with the use of technology in the home, 
with an eye to designing not only better technology but better physical spaces in 
which to use technology. I began working with Scott Mainwaring and Ken Ander-
son in the People and Practices Research group at Intel Research, studying human 
behavior and the use of mobile technologies in the home, particularly as infl uenced 
by architectural form (see, e.g., Mainwaring and Woodruff 2005).

Mateas et al.’s previous work, with its related focus on the use of space, naturally 
infl uenced our thinking. Further, one of the authors of the 1996 paper (Tony 
Salvador) was at that time in the same group as my collaborators Scott and Ken. 
The felt map was well known within the group, although to my knowledge it had 
not been used since the initial study. When Scott and I were designing our protocol 
for our fi rst set of home visits, Tony was kind enough to agree to meet with us to 
show us the felt map and tell us about his experience with it.

So it came about that, in the fall of 2004, I was lucky enough to see the actual 
felt map that had been reported in the 1996 paper. Tony brought in a big basket 
full of felt pieces and labels. He explained that the pieces of felt were used to quickly 
create a very rough representation of the home, with large rectangles indicating 
rooms and smaller pieces indicating signifi cant objects and people. Participants and 
researchers then used this map to walk through the specifi cs of a recent day—pieces 
would be moved around on the map to illustrate routines and behavior.

This felt map with its movable pieces seemed like a great way to prompt par-
ticipants to show us where people and devices were located in relation to each other 
and how they moved around in the home. I was particularly drawn to the informal 
nature of the felt map, which offers several advantages. For example, the felt map 
is obviously intended to be an abstract representation of the space, not a highly 
accurate one. In the spirit of informal user interfaces (Landay and Myers 1995), it 
encourages participants to focus on the high-level structure of the space and on their 
use of that space, rather than irrelevant details of the fl oor plan. Additionally, the 
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felt map is playful and nonthreatening. It works well with children and with people 
who are not particularly comfortable with technology. Its playful and engaging 
nature is in tune with related techniques such as cultural probes (Gaver, Dunne, 
and Pacenti 1999).

Despite my enthusiasm, however, I had some reservations. When running studies, 
one is often confronted by a technique that sounds like a good idea but also gives 
one pause. Will the technique be socially awkward or intimidating for participants? 
Will using it make the researcher feel awkward or embarrassed in front of the par-
ticipants? Will the results be “valid”? Will the technique yield results that are worth 
the extra effort, or will it simply be “more hassle than it’s worth”? In the case of 
the felt map, Scott and I had some initial concerns that the population we were 
studying might fi nd it a little too whimsical for their tastes, and we did not want 
to make participants uncomfortable. I was also concerned that participants would 
not actively engage with it—my intuition was that although participants might 
naturally reference locations on the map, it would be trickier to get them to actually 
move felt pieces around (and in fact Tony confi rmed that this had been a challenge 
in the original study).

Growing as an interviewer sometimes requires refl ection and a willingness to 
experiment, and I often have to push myself through my initial reluctance to use a 
new technique by working through a set of ethical and practical issues. Once I do 
so, my personal experience is invariably that these techniques pay off handsomely. 
The felt map was no exception. Inspired by the wonderful fi ndings reported by 
Mateas et al. (1996), Scott and I pushed ourselves to address the issues, and we 
created a felt map of our own for use in our study. We were able to address percep-
tions of whimsicality through proper framing when we introduced the exercise, and 
like the authors of the original paper, we converged on a scheme in which the 
researchers often assisted in manipulation of the pieces. (I must say I am still not 
entirely satisfi ed regarding this latter point and hope to experiment with it more in 
the future.)

From the very fi rst household we visited, we were glad we had made the effort. 
The felt map was a fantastic prompt for discussions with participants. Moving felt 
pieces around on the map proved very effective at eliciting stories about where 
objects and people were, and for what reasons. Walking through the day with the 
map brought a level of specifi city to the exercise that plainly would not have been 
present in a more general question–answer format.

For example, in one house, the activity with the felt map uncovered that while a 
boyfriend was outside playing basketball with a friend, he had taken his girlfriend’s 
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laptop outside so his friend could check his email. This was an important story for 
our investigation of wireless laptop use, but the story probably would have been 
avoided in general conversation since taking the laptop outside was against the 
girlfriend’s rules for the use of the laptop. However, the concreteness of the laptop 
felt piece sitting in the wrong place on the map encouraged the boyfriend to point 
out that the laptop had actually been outside. As another example, the map and 
the tokens nicely illustrated collections of objects that moved together—several 
participants created little stacks of devices (e.g., phone, PDA, and laptop) that would 
move around with them in the home.

At the time the paper was written, domestic computing was not yet an established 
area of research; in fact, this paper was a pioneering publication on the topic. More 
research has now been done in this area, but many open questions and design chal-
lenges remain. This paper is an excellent reminder of the value for design of inves-
tigating the broader context of home life, and an excellent exemplar of the results 
that can be achieved through the use of creative prompting materials.





40
From Gaia to HCI: On Multidisciplinary Design 
and Coadaptation

Wendy E. Mackay
INRIA, France

J. Lovelock, 1979: Gaia: A New Look at Life on Earth

In 1979, James Lovelock published a controversial book entitled Gaia: A New look 
at Life on Earth, which challenged the conventional wisdom about how the Earth 
evolved. He hypothesized that living organisms form a self-regulating system, named 
after the Greek Goddess Gaia, which is directly responsible for creating and main-
taining the Earth’s atmosphere. In other words, life did not simply evolve in response 
to preexisting physical conditions, but rather coevolved, regulating the Earth’s 
physical conditions to create a homeostatic balance that has been maintained for 
eons. Although initially trained in chemistry, Lovelock worked outside and across 
the boundaries of “normal” science. He became a successful inventor of high-
precision scientifi c instruments; his electron capture detector contributed to key 
discoveries including the pervasive role of pesticides in the environment. It was in 
his capacity as an inventor that he was hired by NASA to develop instruments to 
analyze extraterrestrial atmospheres and to address the question of whether or not 
there is life on Mars.

What, you might well ask, has this to do with human–computer interaction? For 
me, it is a story of the essential role of interdisciplinary research: how reaching 
across disciplines is essential for understanding certain kinds of phenomena and 
how sharing a common goal unites people across disciplinary boundaries. More 
specifi cally, it is about coevolution, but on a human scale. My doctoral dissertation, 
“Users and Customizable Software: A Co-adaptive Phenomenon” (Mackay 1990) 
is directly linked to the concept of coevolution and provides an explicit framework 
for showing both how technology infl uences the people who use it and how they 
in turn reinterpret it and adapt it in ways never envisioned by the original designers. 
To understand and create explicitly coadaptive systems requires expertise from 
multiple disciplines and is, I believe, essential for HCI as a fi eld.
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I fi rst read Gaia in 1982, when I was a manager at Digital Equipment Corpora-
tion. I had written an authoring language that enabled nontechnical users to create 
educational software with text, graphics, and high-quality digital video from a 
videodisc. We simultaneously released IVIS, the fi rst commercial interactive system 
with integrated text, graphics and video, and then produced over thirty educational 
software products. This was an extraordinary time and we were excited by the 
wealth of possibilities offered by IVIS, although I remember being severely ques-
tioned by a vice president who simply could not believe there was a market for 
“watching television on a computer.”

One of my roles as manager was to present IVIS to potential customers, including 
NCAR, the National Center for Atmospheric Research, in Boulder, Colorado. They 
had vast quantities of multimedia climate data from around the world and hoped 
IVIS could help them store and visualize their data. Having just read Gaia, I was 
surprised to see it mentioned in their annual report as a driving factor behind several 
important discoveries. I knew that Gaia had been dismissed by mainstream biolo-
gists, yet here were prestigious scientists at NCAR who relied on it. Why?

A key factor was that these scientists shared a common research goal—to under-
stand and predict the weather—that required them to work across scientifi c bound-
aries. Their inclusion of biologists in a domain previously dominated by physicists 
and chemists led them to fundamental insights about the impact of living organisms 
on the atmosphere. For example, existing physical models could not explain 20 
percent of the methane in the atmosphere; their biologists traced it to huge termite 
mounds in South America!

I was struck by two observations: fi rst, these scientists viewed working across 
disciplinary boundaries as essential for success. Like Lovelock, who teamed up with 
the biologist Lynn Margulies, they found that certain kinds of questions could be 
addressed only though shared perspectives; dogmatic focus on one discipline simply 
would not work. This resonated with my beliefs about software development. At 
that time, virtually all interactive software was being developed by people trained 
in engineering or math; professional organizations such as SIGCHI did not yet exist, 
nor were there degree programs in human–computer interaction.

I was in transition at that time; I decided to stop running a large production group 
and return to research on the next generation of multimedia software. Already an 
anomaly at DEC with my training as an experimental psychologist, I realized that 
even a mix of psychology and computer science was not enough. Inspired partly by 
Lovelock and the scientists at NCAR, I created an explicitly multidisciplinary 
research group, made up of one-third programmers, one-third psychologists and 
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social scientists, and the rest a mix of designers, including a typographer, a video 
producer, and even an architect. We also actively included users, treating them as 
members of the design group throughout the design process, an early example of 
participatory design.

I will not pretend that it was always easy: we often had major arguments over 
design process, evaluation criteria, and the “ultimate design.” Yet we were united 
in a common goal: believing sincerely that multimedia computing would change the 
world. We forced ourselves to articulate our underlying assumptions, to respect each 
others’ perspectives and contributions, and to come to a shared understanding.

Multidisciplinary design is now common (or at least, given lip service) in HCI. 
But in those early days, seeing how multidisciplinary research helped legitimize the 
Gaia hypothesis at NCAR profoundly affected my own research, not just enforcing 
my belief in multidisciplinary teams but also encouraging me to study multidisci-
plinary design as a subject in itself. I continue to be fascinated by the multidisci-
plinary design process and how best to benefi t from the insights gained across 
disciplines. I always work with multidisciplinary research groups and have drawn 
from these experiences to develop new design techniques (see Beaudouin-Lafon and 
Mackay 2002; Mackay 2002).

My second insight relates to a fundamental concept in the book, that of coevolu-
tion. I had been fascinated by how our customers at Digital reinvented the technol-
ogy we developed, often in unexpected ways. Nardi and Miller (1991) describe a 
similar phenomenon among spreadsheet users; and communication technologies 
have often been reinvented, from email to SMS and instant messaging. (I remain 
surprised how often software manufacturers ignore this phenomenon, since user-
driven innovation is an inexpensive source of pretested products.)

My doctoral dissertation explored how users adapt actively as well as adapt to 
the technology they use. I chose the term coadaptation to differentiate it from 
coevolution, a biological process involving changes in both DNA and the environ-
ment. Although it operates on a much smaller time scale and through different 
mechanisms, coadaptation is deeply infl uenced by the concept of coevolution. I 
discovered several naturally occurring examples of coadaptation during a two-
year study of email use in a large corporation and in a fi ve-month study of user 
customization.

In the fi rst study, users reinvented a mail-fi ltering system we had introduced: they 
twice completely redefi ned it and signifi cantly increased its adoption by others in 
the organization. In the second study, some users were completely overwhelmed by 
each new software version and were forced to completely adapt their behavior to 
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accommodate it, while others painstakingly retrofi tted and adapted the new version 
so it performed like the old. Every group informally designated one person who 
created and collected useful customizations and shared them within the group. Both 
studies found individual and social coadaptation: users all adapted their behavior 
in response to technical and social constraints, and a few also actively adapted and 
shared their innovations with others.

Knowing that coadaptation occurs, the interesting question for HCI is what are 
the implications for design? Unfortunately, although Gaia provided the initial 
insights, it does not tell us how to create successful coadaptive systems. Although 
multidisciplinary, the Gaia hypothesis remains squarely within the natural sciences, 
whose goal is to explain existing natural phenomena with theory and empirical 
evidence. Designing novel interactive systems clearly benefi ts from scientifi c disci-
plines, but also requires design and engineering expertise, and even that may not 
suffi ce.

So just how do we enable users to change and adapt their software in productive 
ways, without introducing more problems than we solve? One possibility is to lower 
the barriers to customization, through end-user programming (Lieberman et al. 
2005) and tailoring. I have been exploring a different angle, in the context of mixed 
reality systems. Physical objects, particularly paper, can act both as an interface to 
a computer as well as objects in their own right. For example, we studied how air 
traffi c controllers appropriated paper fl ight strips (Mackay 1999) which provided 
the insights necessary to create a highly appropriable mixed reality system called 
Caméléon (Mackay et al. 1998). By augmenting the physical fl ight strips, controllers 
retained their familiar functions and fl exibility, but were also able to access RADAR 
and other on-line systems and also communicate with other controllers. Caméléon’s 
“interaction browser” was designed to let controllers choose how their actions on 
these augmented strips were linked to other on-line systems and to permit them to 
develop new uses that we did not anticipate. Taking advantage of an existing, easily 
appropriable paper-based interface led us to create an interactive system that main-
tained the simplicity and adaptivity of the physical strips while gaining increased 
power through access to on-line systems and communication with other 
controllers.

Together with Michel Beaudouin-Lafon, I have also been exploring generative 
theory (Beaudouin-Lafon and Mackay 2000), which provides design principles for 
designing and integrating interaction techniques. We view interaction as a phenom-
enon in its own right, to be designed and modifi ed by both designers and users. For 
example, the principle of reifi cation turns users’ previous interactions into concrete 
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objects that they can visualize, modify, and share. Ideally, this creates a Gaia-like 
feedback loop whereby users can refl ect on their past experience and reuse, modify, 
or borrow successful adaptations. In some cases, such refl ection may even lead to 
redefi ning the system itself.

In rereading Lovelock’s book, I thought back to the early days of HCI, when 
everything was new and we could draw from a wide variety of disciplines to inspire 
us. Over twenty-fi ve years later, the Gaia hypothesis is taken seriously in scientifi c 
and environmental circles, multidisciplinary design has become the norm in many 
corporations, and HCI researchers now recognize the importance of sociotechnical 
systems (Suchman 1987a). The concept of coevolution (if not coadaptation!) has 
started to appear in the HCI literature, and I believe that the design of coadaptive 
systems will soon be a focus of HCI research.
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Fun at Work: Managing HCI with the Peopleware 
Perspective

John C. Thomas
IBM Research, Yorktown Heights, New York, U.S.A.

T. DeMarco and T. Lister, 1987: Peopleware: Productive Projects and Teams

In 1986, I left IBM Research to start and lead an artifi cial intelligence laboratory 
at NYNEX Science and Technology. In 1987, the fi rst edition of Peopleware was 
published, and it had a profound impact on how I approached leadership and 
management in the AI lab. Although I had some familiarity with all areas of AI, 
most of my career had focused on human–computer interaction.

Peopleware is fundamentally a book about the human aspects of software devel-
opment, although the management lessons are widely applicable to any domain of 
knowledge work. The book should be of interest to managers of knowledge workers 
on a broad spectrum of topics, including personnel selection, project planning and 
management, motivation and reward, teamwork, and the physical and social context 
of work. Peopleware infl uenced me then and now to think about the relationship 
of HCI to work and productivity, and the broader agenda of HCI.

The style of Peopleware is quite different from that of a typical HCI book or 
journal. While the authors do present the results of some fi eld studies, much of the 
writing works through the telling of stories and conversations that illustrate what 
worked and what did not work in real projects.

For example, one story from Peopleware illustrates how to demoralize a team 
and how to make an otherwise well-planed project late:

During the past year, I did some consulting for a project that was proceeding so smoothly 
that the project manager knew she would deliver the project on schedule. She was summoned 
in front of the management committee and asked for a progress report. She said she could 
guarantee that her product would be ready by the deadline of March 1, exactly on time 
according to the original estimates. The upper managers chewed over that piece of unexpected 
good news and then called her in the next day. Since she was on time for March 1, they 
explained, the deadline had been moved up to January 15.
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I was impressed with the effectiveness of such stories as a means to communicate 
their points, and this was one reason I used this approach to knowledge manage-
ment later at IBM (Thomas 1999).

Probably because the authors were working consultants, they deal with various 
issues in a highly interdisciplinary way. Their writing continually crosses academic 
boundaries. They cite authors from fi elds as diverse as business management, archi-
tecture, psychology, programmer productivity, fi ction, and creativity research.

There is also a complete lack of pretension in their writing. The breadth, depth, 
and length of their experience are what lend credence to their suggestions. The 
stylistic elements of Peopleware caused me to rethink my own writing style. Often 
HCI researchers write technical articles for other HCI researchers. This activity is 
no doubt valuable, but, for the fi eld of HCI to infl uence real users in real contexts, 
it is also important to communicate with non-HCI audiences. I found the style of 
Peopleware to be a much better way to communicate important ideas and fi ndings 
of HCI to managers, engineers, and operational people at NYNEX.

One main tenet of Peopleware is that “people” problems are more important 
than technical problems. Since I already had numerous management and leadership 
experiences, the book gave me confi dence that I could manage the lab by concen-
trating initially on the use of people skills and gradually building up my technical 
expertise in artifi cial intelligence. To take one obvious example, it was critical to 
hire the very best people possible. “Best” in this context was multivalued. I wanted 
people who were intelligent, technically competent, and hard-working, but I also 
looked for people who could work well in teams, who had an entrepreneurial spirit 
and could help fi nd and formulate problems as well as solve them. This was impor-
tant because the AI lab was completely new, without a track record or any estab-
lished ties to other parts of the organization—ties which would later prove crucial 
to our success. I also looked for many kinds of diversity in hiring in concert with 
Peopleware. “A little bit of heterogeneity can be an enormous aid to create a jelled 
team.  .  .  .  It is a clear signal that it’s okay not to be a clone, okay not to fi t into the 
corporate mold of Uniform Plastic Person” (p. 156).

Today, these hiring considerations may seem obvious, but they were viewed as 
unconventional in the mid-1980s. The interest in diversity as a resource also led me 
to co-organize two CHI workshops on cross-cultural issues in 1992 and 1993, to 
write several articles on accessibility, and to help organize ACM’s First Conference 
on Universal Usability in 2000.

One of the goals of HCI is to improve productivity. As the director of the AI lab, 
I wanted my own people to be productive, and one major task in all areas of the 
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AI lab was programming. The concept of “programming productivity” is most often 
tied to methodologies, languages, tools, and technologies that are claimed to improve 
productivity. I was already somewhat skeptical about the relative importance of 
these approaches based on The Mythical Man-Month (Brooks 1975) and a linear 
regression study (Walston and Felix 1977), which showed that the political and 
social aspects of projects were much more powerful predictors of productivity than 
were tools and technologies. My skepticism was heavily reinforced by reading 
Peopleware as well as by the events at NYNEX Science and Technology. As is 
perhaps obvious, the most destructive elements to productivity are poor morale and 
solving the “wrong” problem.

Peopleware gives many useful and practical examples for improving and main-
taining good morale and avoiding some of the common pitfalls that can lead to bad 
morale. These all proved useful for me personally as a manager, and my managers 
were also presented with these ideas and encouraged to take them seriously. One 
of the pitfalls to avoid is the use of phony deadlines to “motivate” people to work 
harder. When everyone knows that the deadline is not only impossible but arbitrary, 
this does not motivate people to work harder but only deepens resentment and 
cynicism. What does this have to do with HCI? In my Peopleware-expanded view, 
it has everything to do with HCI. What is the point of providing people with a 
“good user interface” to improve their productivity and lessen their frustration if 
the organizational and managerial climate undermine those benefi ts? This broader 
view of productivity enabled me to see a wide range of methods to improve morale 
and productivity. For example, at one point, when NYNEX Science and Technology 
had grown to about a hundred people, I got a call one day from corporate head-
quarters requesting that everyone in Science and Technology go to corporate head-
quarters to sign some forms. From a Peopleware perspective, it made a lot more 
sense to have these (two) folks from headquarters come to Science and Technology 
than vice versa, and that is exactly what ultimately happened.

On the positive side, there are many things management can do to make work 
more “fun” and increase a sense of teamwork. We had holiday parties that included 
satirical skits about our own foibles. We often sent teams to conferences despite a 
corporate mantra that strongly suggested we send only “one fi reman to a fi re.” 
(Note that the fi re department thankfully does not follow this rule.) Advantages of 
sending multiple team members to the same conference include greater coverage of 
potentially relevant material, greater presence and thought leadership, team-
building, and the possibility of having attendees discuss their experiences with each 
other which this leads to greater retention and insight. The notion that a conference 



256  John C. Thomas

is merely something to be “consumed” as effi ciently as possible shows a deep mis-
understanding of the nature of intellectual work. Peopleware, through multiple 
examples, helps managers gain a more balanced understanding of reality: “Of 
course nobody ever says outright that work ought not to be fun, but the idea is 
there, burned into our cultural subconscious.  .  .  .  In this part we’ll address the oppo-
site premise, that work should be fun” (p. 157). This premise also led to the pub-
lication of a short article entitled “Fun” (Carroll and Thomas 1988) in the SIGCHI 
Bulletin.

The early history of HCI largely involved people originally trained in engineering 
and computer science trying to reach common ground with people originally trained 
in experimental or cognitive psychology. It is natural that the common ground that 
was established focused on “objective” measurements and theories that could be 
expressed in mathematical terms. Furthermore, early applications of HCI focused 
on military and industrial situations where effi ciency was a key measure. Workers 
had little say in choosing what to work on; the implicit assumption was that they 
were extrinsically motivated, for instance, by pay and benefi ts. How they felt about 
their interactions with computers was perceived to be of little importance.

Over the past few decades, several important aspects of this picture have changed 
dramatically. First, computing power has increased tremendously along with the 
variety of attachable peripheral devices. As a result, computer users are exposed to 
a much wider variety of multimedia including video, graphics, animation, music, 
and sound effects. These stimuli, in turn, may provide more emotionally laden 
experiences. Second, the nature of the workforce has changed so that many more 
workers are now “knowledge workers.” For these workers, it is more important 
that they be “effective” than that they be “effi cient.” Third, computers have also 
found their way into a large variety of consumer devices. Such users are discretion-
ary, and much of the point of products such as video games, picture phones, and 
listening devices is that they produce pleasurable experiences, not “productivity.”

As a response to these changes, the fi eld of HCI has changed as well. It has become 
obvious that the social, affective, and physical contexts of use need to be understood 
as well as the “user interface.” In 1987, this notion was less obvious, and People-
ware helped raise this issue. For example, the authors report on a number of fi eld 
studies that show that having more space and less noise is vital to productivity: 
“Workers who reported before the exercise that their workplace was acceptably 
quiet were one-third more likely to deliver zero-defect work” (p. 55).

The authors report on another study of the impact of the auditory environment. 
Two sets of programmers were given a coding task. In one condition, they coded 
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in silence. In another condition, they listened to music. The music and silence con-
ditions were equally “productive” in terms of lines of code, but the silence condition 
afforded greater comprehsion: “Although the specifi cation never said it, the net 
effect of all the operations was that each output number was necessarily equal to 
its input number.  .  .  .  Of those who fi gured it out, the overwhelming majority came 
from the quiet room” (p. 78). Thinking about the physical context of work (and 
not just the UI) is just one of the many ways that Peopleware broadened my view 
of HCI. In personal terms, these broader HCI concerns infl uenced not only the work 
of the HCI group, but also the work in expert systems, speech technology, and 
machine vision, as well as later work in robotics and software tools. One example 
of this broader view is illustrated in an article on ecological gaps in HCI (Thomas 
and Kellogg 1989).

Peopleware, though not conceived or marketed as a book on “human–computer 
interaction,” has been very infl uential in my own career in HCI. It has helped trans-
form and broaden my view of HCI to include emotional, motivational, social, and 
physical as well as cognitive and perceptual-motor factors. This has affected my 
own research in HCI as well as the way I have managed people, projects, and 
organizations.
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W. G. Vincenti, 1990: What Engineers Know and How They Know It: Analytical 
Studies from Aeronautical History

From time to time I get into conversations about the HCI literature that lead 
inexorably to a recurring question: why, notwithstanding its insightfulness, scholar-
ship, breadth of coverage and disciplinary richness, does the literature so rarely offer 
up answers to the specifi c questions that arise during design? I am always sympa-
thetic toward people who encounter this problem, for I often had the same experi-
ence in the late 1980s when, after a couple of decades of interactive systems 
research, I fi rst began to work in an HCI lab. I now had access to shelves of books, 
journals, and conference proceedings to help me design experimental prototypes. 
Yet every time I got stuck and went to these shelves for help, I came away empty 
handed.

My initial reaction to these disappointments was to carry on much as before. My 
years at the University of Utah, Xerox PARC, and other research labs had provided 
opportunities to work with great researchers on a wide variety of systems, including 
design tools, user interface management systems, graphics editors, page description 
languages, integrated offi ce systems, desktop “wallpaper,” and window managers. 
Inspiration for these systems had come sometimes from frustration with existing 
software, and sometimes from opportunities presented by new technologies, fore-
most of which was the Xerox Alto. I saw no reason why I, now an HCI researcher, 
should change my ways.

I did begin to wonder, however, where this was leading me: must my entire career 
be spent fi xing tools and exploiting new technologies? It was at about this time, in 
1991, that I came across Walter Vincenti’s What Engineers Know and How They 
Know It (Vincenti 1990). This is a historical study of aeronautical engineering, 
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drawing on six case studies of research during the fi rst half of the twentieth century. 
One study involves aircraft maneuverability, and the discovery by researchers at the 
NACA (precursor to NASA) of a parameter, stick force per g acceleration, determin-
ing stability in level fl ight. In effect, this research enabled plane builders to “design 
in” the stability they desired, rather than fi nd it out by trial and error. Another 
study describes tests on aircraft propellers that documented how adjustments to 
design parameters affected overall propulsive effi ciency; this helped aircraft design-
ers to choose suitable propeller designs. I began to realize what had been missing 
from HCI: research driven by the specifi c, very practical problems of designers.

For me, What Engineers Know was full of fresh insights. A graduate in mechan-
ical engineering turned computer scientist, I could only now begin to appreciate the 
intellectual excitement and challenge offered by engineering research. I found, for 
the fi rst time, a coherent explanation of how engineers establish requirements, a 
topic that was not explained in textbooks on software engineering or, for that 
matter, on engineering of any kind. And I learned about the distinction between 
normal and radical technology (Constant 1980), and the need for each radical 
invention to be followed by periods of incremental research in order to establish it 
as the “normal” solution. Of these, the normal–radical distinction had the biggest 
initial impact on me, for I saw that I had been stuck in a cycle of inventing radical 
technologies, with no work on normal technologies to provide balance.

My reading and rereading of Vincenti’s book established a watershed in my HCI 
research. From that point on I began to explore the differences between the world 
of engineering research that he described, and the world of HCI that I inhabited. I 
looked for ways to strengthen my own research by following up Vincenti’s refer-
ences; I drew on research methods I found in them; and I tried to build bridges 
between them and HCI.

One work to which Vincenti’s book led me was Rogers’s 1983 book, The Nature 
of Engineering. It offered a view of technology’s role in society that contrasted with 
HCI’s concern with the provision of marketable features and functions. In his intro-
duction to technology processes, a term that includes technology design, Rogers 
points out that these processes “enable man to transform the world around him  .  .  .  by 
(a) increasing the effi ciency of his body  .  .  .  (b) increasing the effi ciency of his 
senses  .  .  .  , and (c) increasing the effi ciency of his intellect” (p. 2). I had never con-
sidered viewing my work as a simple matter of human enhancement, despite my 
familiarity with Engelbart’s concept of augmenting human intellect (Engelbart and 
English 1968). I was forced to accept, however, that Rogers’s three categories 
accounted for most of the successful technologies I could think of at that time.
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By viewing my own work in terms of human enhancement, I found it easier to 
deal with the thorny issue of requirements. The concept of “user requirements” had 
always seemed at odds with the software engineering view that requirements apply 
to a technology and state what that technology must do. If the role of technology 
was indeed to enhance people, then it seemed to me these people must have needs, 
possibly latent, for the said enhancements. It might be helpful to identify their needs 
independently, separating them from the consequent requirements on the technolo-
gies—a practice that has only recently started to fi nd its way into HCI textbooks.

Vincenti treats requirements in aeronautics not as a topic in itself, but as part of 
the process of transforming needs or goals into the specifi cs of an aircraft’s hard-
ware. As an illustration, he describes how the Douglas DC-4 was developed to meet 
the needs of United Airlines, and points out that in 1936 “the economic goals of 
United and its associated airlines had to be translated into performance specifi ca-
tions for the DC-4E” (p. 211). An analogous HCI process might be to translate a 
need of nonspeaking people—to communicate faster—into requirements for a voice 
output communication aid, as described by Alm et al. (1993). Other examples 
include enabling conference organizers to plan their technical program more quickly, 
using a tangible interface (Jacob et al. 2002), and Sharlin et al.’s (2002) solution 
enabling assessors to measure cognitive ability faster and more simply. In each case 
the need leads to requirements that can be expressed in measurable terms. In con-
trast, the vast majority of HCI research makes no attempt to achieve measurable 
human enhancements that address identifi ed needs (Newman 1997).

The challenge in pursuing the human-enhancement approach to HCI lies, there-
fore, in translating human needs into requirements and performance criteria. We 
cannot expect this translation to be a simple matter, nor its outcome to be a simple 
expression like the NACA’s “stick force per g.” Rather it will involve building 
models of the human activities that need to be enhanced (Newman 1996). It will 
involve tackling persistent problems in society and in the workplace, as exemplifi ed 
by Salvucci’s work on improving the task-switching of drivers using mobile 
phones (Salvucci et al. 2005), Murphy’s progress in reducing search times for 
victims of natural disasters (Murphy 2004), and my own work with Smith into 
reducing the disruptive effects of introducing technologies to meetings (Newman 
and Smith 2006). With the aid of the resulting models, and the requirements and 
criteria they expose, designers may start to fi nd answers to some of their questions, 
such as “Can my technology improve on what already exists?” or, “How can I 
predict the improvement?” or, “How have others achieved advances in meeting this 
need?”
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HCI publications that provide answers to such questions can, I believe, provide 
true contributions to HCI knowledge. They can create a literature that serves the 
needs of practicing designers. However, this may require us to rethink what it means 
to make a contribution to HCI, a question that confronts everyone who writes or 
reviews a CHI conference submission. Here again we can discover from What 
Engineers Know, and from the more recent aeronautical history by Anderson 
(2004), just what it means to make a research contribution to a fi eld of design. 
Some important characteristics they point out are:

Contributions should be repeatable. Vincenti describes the case of the “Davis 
Wing” design that was used with remarkable effectiveness in Consolidated Aircraft’s 
B-24 bomber, but failed when used in other designs. The wing’s design had no valid 
basis in fl uid dynamics and, in Vincenti’s words, “its contribution to airfoil technol-
ogy was essentially nil.”

Research that offers no overall enhancement may not make any contribution. 
Anderson mentions a fi nding, published by the Wright Brothers, that drag was 
reduced by having the pilot lie prone rather than sit erect. This made no contribu-
tion because no other designers adopted the prone-position option; the real need 
was to produce effi cient aircraft that could be piloted from a seated position.

Contributions can consist of defi ning or redefi ning design criteria. Another of the 
Wrights’ results, which made a fundamental contribution to aeronautics, was their 
restatement of the term angle of incidence not as the tilt of the wing in relation to 
the horizontal (which they showed was a worthless value), but in relation to the 
direction of airfl ow (now known as the angle of attack).

Although I had previously thought aeronautics to be far removed from HCI, my 
encounter with Vincenti’s work marked the start of a shift in my approach to 
research. I realized that HCI is predisposed to focus on radical technologies, without 
attending to the incremental research necessary to transform these technologies into 
normal solutions. Furthermore, there is crucial, untapped value in the subsequent 
accumulation of knowledge about normal solutions, in the form of models, require-
ments, and performance metrics. With these added contributions, the HCI literature 
can be of real assistance to designers engaged in meeting the everyday needs of 
ordinary humans. I remain optimistic that the close examination of engineering 
research methods has still more to offer HCI.



43
Interaction Is the Future of Computing

Michel Beaudouin-Lafon
Université Paris-Sud, Orsay, France

P. Wegner, 1997: “Why Interaction Is More Powerful Than Algorithms”

In 1997, Peter Wegner published an article entitled “Why Interaction Is More 
Powerful Than Algorithms” (Wegner 1997). The word “interaction” immediately 
attracted my attention: I knew Wegner’s work on object-oriented programming and 
I was curious to see what he had to say about human–computer interaction (HCI). 
I soon discovered that the article was not about HCI but about interaction in 
general, mainly among machines. Nonetheless I was struck by its relevance to my 
research since I have always tried to understand why programming (i.e., writing 
algorithms) is so similar to and yet so different from interacting with a computer. 
Both allow us to make the computer do something, yet they seem irreducibly dif-
ferent from each other.

Wegner’s article is both profound and radical. Through a rare combination of 
theoretical, practical, and philosophical arguments, it challenges Church’s thesis, 
the cornerstone of computer science, which states that everything a computer can 
do is reducible to what can be done by a fi nite-state Turing machine. Wegner shows 
that Church’s thesis may hold in the closed world of an algorithm that reads its 
input, shuts down from the outside world while it computes its result, and then 
spits it out. But it cannot hold in an open system that harnesses the power of its 
environment by interacting with it as it runs, because the environment provides an 
endless stream of unpredictable events that cannot be reduced to an algorithm. This 
has wide implications in many areas of computer science (Goldin, Smolka, and 
Wegner 2006) and has attracted sharp criticism from theoretical computer scientists 
(few dare challenge Church’s thesis), but I want to focus here on Wegner’s philo-
sophical argument and its impact on my own research in HCI.

Most modern sciences, including computer science, are strongly infl uenced by the 
rationalist and positivist belief that the workings of Nature can be completely 
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captured by mathematical models that allow us to perfectly predict and control 
them. In computer science, for example, software engineering relies on formal 
methods to prove the correctness of large software systems; the semantic web 
assumes that human knowledge can be captured unequivocally by XML descrip-
tions; and the goal of artifi cial intelligence is to reproduce human behavior with 
algorithms inside a computer.

Despite being born in the country of Descartes (or perhaps because of it), I have 
always thought that rationalism conveniently ignores real problems by concentrat-
ing on what can be fully understood and controlled. Indeed, all three examples 
above fail when confronted with the real world: formal proofs of software systems 
that interact with their environment are impossible unless one makes strong assump-
tions about the environment, typically reducing it to an algorithmic behavior; the 
semantic web fi nds it intractable to defi ne ontologies and map them to each other 
when they change all the time; and artifi cial intelligence focuses on mental processes 
such as problem solving but usually ignores their tight coupling with human percep-
tion and action.

While the so-called hard sciences such as theoretical physics deal with the basic 
phenomena of matter and energy, the oft-despised “soft” sciences such as psychol-
ogy and sociology deal with far more complex and subtle systems that clearly cannot 
be described by pure logic and equations. As Wegner explains, empiricists sacrifi ce 
the rationalist completeness and predictability of closed-world systems in order to 
address open, interactive systems in the real world. My own interpretation of this 
is the myth of perfection: under the rationalist assumption, complete and perfect 
control of a process is always possible; it is simply a matter of getting the model 
right. Wegner’s notion of interaction shows that this is impossible in general, and 
that debunking the myth of perfection brings more power, not less.

This argument actually helped me get respect from my computer science col-
leagues. As a member of a hardcore computer science department, I have often felt 
that my work in HCI (or rather, “user interfaces,” as they call it) was considered 
as just painting pretty pixels on the screen and giving cool demos. Telling them that 
interaction (what I do) is more powerful than algorithms (what they do) not only 
triggered interesting and controversial discussions, it also helped me analyze some 
of the evolutions in computer science and HCI.

Empirical approaches and interaction, in Wegner’s sense, are indeed slowly becom-
ing more common in computer science. For example, distributed systems are now 
ubiquitous, from the Internet to computer clusters and multicore chips. Such large 
and complex systems can no longer be analyzed as a single algorithm but must be seen 
as a set of interacting entities. Probabilistic approaches, approximate algorithms, and 
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stochastic methods are also more widely used to deal with uncertainty, incomplete-
ness, or simply the fact that it is better to compute a good solution in a short time 
rather than to wait forever for the perfect one. The latter is a feature of so-called 
anytime algorithms, which provide the best possible solution at any time in their 
execution, improving it if allowed to run longer. Such algorithms can be used to create 
mixed-initiative interactive systems where humans and computers take advantage of 
each other’s expertise by running in parallel and interrupting each other (Scott, Lesh, 
and Klau 2002), a perfect illustration of Wegner’s notion of interaction.

In HCI, the rationalist approach is less predominant but still very strong. Much 
research is based on the belief that we can capture human behavior formally, for 
example, by some task model, or that the results of controlled experiments can be 
taken as objective measures of the phenomena being tested. Reducing human behav-
ior to such models is indeed tempting: it turns interactive system design into the 
relatively simple problem of defi ning the set of widgets needed to accomplish 
specifi ed tasks.

I fi nd it more interesting to design an interactive system without making unneces-
sary assumptions about how it will be used. I believe that an interactive system 
should be like a canvas for a painter, a medium to express oneself whose power 
comes from the freedom it gives rather than the constraints it imposes. HCI has a 
long tradition of considering interactive systems to be open to (re-)interpretation by 
their users. Informed by ethnographic work that repeatedly demonstrates that 
humans do not always behave in rational and predictable ways (see, e.g., Suchman 
1987a), it includes such empirical approaches as participatory design (Greenbaum 
and Kyng 1991), end-user development (Lieberman et al. 2005) and coadaptation 
(Mackay 1990).

The instrumental interaction model I created (Beaudouin-Lafon 2000) stems from 
this same body of work, although its purpose was more operational. Instrumental 
interaction was inspired by the observation that humans create tools and instru-
ments to empower themselves, to do things that they could not otherwise do, 
whether hammering in a nail, playing music on a piano, or putting together a budget 
with a spreadsheet. Instruments allow us to harness the power of the environment 
(here, the computer), exactly as advocated by Wegner. In fact, Wegner’s paper was 
instrumental in making me focus on interaction rather than on the interface itself 
(Beaudouin-Lafon 2004), that is, on the mediation between users and computers 
and the capture of this mediation into interaction models.

Wegner defi nes interfaces as behavior specifi cations. This is suffi cient when focus-
ing on machine-to-machine interaction because the interaction is symmetrical: the 
interacting entities are similar in nature. In contrast, human–computer systems 
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exhibit a stark asymmetry between the human means of communication and the 
computer’s input and output devices. To resolve this asymmetry and to mediate the 
interaction requires the reifi cation of the interaction, that is, the creation of a new 
object, the instrument, that translates between the languages of the two parties. 
Wendy Mackay and I developed this notion of reifi cation together with other design 
principles in order to operationalize further the design process of interactive systems 
(Beaudouin-Lafon and Mackay 2000). Our goal was, and still is, to move from 
descriptive models of interaction to generative ones, not in the sense of automati-
cally generating interfaces from abstract descriptions but instead by providing tools 
for designers to both expand and channel their creativity. Such generative theories 
are, in a sense, a tribute to Wegner’s plea for empiricism over rationalism, for 
interaction over algorithms.

Finally, Wegner’s conception of interfaces as harnesses resonates with my work 
on interaction techniques. Since people rely on their perceptual and motor skills to 
interact with computers, we need to explore how best to optimize these skills to 
harness the power of the computer, and vice versa. For example, my joint work 
with Yves Guiard on multiscale pointing and navigation (Guiard and Beaudouin-
Lafon 2004) shows that Fitts’s law still applies to very high indices of diffi culty, 
that is, for pointing tasks that are inaccessible in the physical world, a clear dem-
onstration of Wegner’s concept of interface as harness.

In conclusion, I consider Wegner’s article a landmark in computer science, a work 
that opens a window onto a new world with large areas yet to be explored. This 
work has often been misunderstood or dismissed, as if the new light it shed was 
too bright to discern anything clearly and it seemed safer after all to close the 
shutter. I believe that the goal of HCI is not to make pure computations somewhat 
more palatable for human consumption, but instead to redefi ne the role of informa-
tion and computers in our ecology, that is, to create a paradigm shift (Kuhn 1962) 
from computation to interaction.

Returning to my original question about the respective natures of interaction and 
programming, one may draw a distinction in terms of scale. Algorithms are but 
building blocks in larger interactive systems, like drops of computation in a sea of 
interaction. Rather than trying to understand waves and currents by observing drops 
under a microscope, Wegner looks at the whole system on a larger scale. As with 
other natural and artifi cial systems, complexity arises from emerging behaviors and 
the effects of effects through a slow evolutionary process. By focusing less on algo-
rithms and more on interaction, computing is starting to grow out of its infancy. 
Interaction is its future.



VIII
Seeking Common Ground

How does HCI move forward? Or at least how do we establish a fi rm footing? How 
do we keep from reinventing the wheel again and again? As a discipline we have 
been successful at developing a body of methods for attacking problems—but it 
seems clear that we need more than a set of methods that we doggedly apply to 
every problem we encounter. One answer is that, over time, we have developed 
some foundations, some areas of knowledge that all or most of the community agree 
on. Another answer is that, in the absence of such codifi ed and accepted common 
ground, we may at least develop a discourse, a set of understood positions whose 
strengths and limitations we systematically explore and debate. The essays in this 
section examine ways in which some foundational issues have infl uenced the 
essayists.

We begin with Bill Gaver’s account of the “almost illicit thrill” of reading J. J. 
Gibson’s The Senses Considered as Perceptual Systems, and how Gibson’s empha-
sis on the structure of the outside world, rather than that in the head, led him to 
HCI. Next, Yvonne Rogers discusses Larkin and Simon’s “Why a Diagram Is 
(Sometimes) Worth a Thousand Words.” Like Gaver, she focuses on what she sees 
as a shift in emphasis in HCI from what’s going on inside the head to the outside 
world. In contrast with Rogers’s dim view of the usefulness of the modeling approach, 
the next three essays view it in a much more positive light. Kate Ehrlich writes about 
Card, Moran, and Newell’s groundbreaking The Psychology of Human–Computer 
Interaction, reconsidering key work on mental models, and pointing out that there 
may still be ways for HCI to profi t from them. The essays by Gary Olson and Scott 
MacKenzie consider perhaps the greatest triumph of the modeling perspective: 
Fitts’s law. Olson, in his discussion of Fitts’s foundational paper, not only clearly 
lays out the basic work, but describes the remarkable number of nonobvious impli-
cations it had. MacKenzie discusses Card, English, and Burr’s empirical comparison 
of pointing devices and validation of Fitts’s law as a means of accounting for the 



results, and offers interesting refl ections on the nature and power of modeling that 
serve as an interesting counterpoint to some of our other essayists. The essays by 
Giorgio De Michelis on Winograd and Flores’s Understanding Computers and 
Cognition, and by Austin Henderson on Suchman’s “Offi ce Procedures as Practical 
Action,” reengage the classic debate about situated action. This pair of essays helps 
us understand that strong positions can attenuate when viewed from the perspective 
of time. “Play, Flex, and Slop,” by Paul Dourish looks at Brian Cantwell Smith’s 
On the Origin of Objects, and examines a more conceptual way of thinking about 
the link between systems and theory.

268  Part VIII
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J. J. Gibson, 1966: The Senses Considered as Perceptual Systems

In considering the problem of perception in man and animals the fi rst question to ask should 
be, what is there to be perceived? And the preliminary answer would be, the environment 
that is common to man and animals. The senses convey information about the world, and 
therefore we ought to review what is known about the world that the senses detect.

—J. J. Gibson (1966, p. 7)1

I fi rst read the opening lines of J. J. Gibson’s The Senses Considered as Perceptual 
Systems about twenty years ago as a graduate student studying psychology. I picture 
myself huddled over the book, intently turning its pages, more like a kid reading 
an adventure story than a student reading an academic treatise. You might think 
this is a romantic reconstruction, but I still remember laughing with delight as I 
read some passages, and, looking back, I can trace a surprising number of ways 
that it has shaped my research ever since.

Beyond any normal intellectual enthusiasm, there was an almost illicit thrill in 
reading Gibson’s work. This was in the heyday of the information-processing 
approach to psychology, when accounts of perception and cognition were a blizzard 
of frequencies and intensities, features and just noticeable differences, template 
models, semantic nets, and mental imagery. The focus of any account of perception 
was on what happened in the head, not what happened in the world. For if one 
thing was understood, it was that perception was more than a matter of the light 
that hits the eye, or the sounds that reach the ears. No, the stimuli reaching the 
sense organs were far too incomplete, intermingled, and ambiguous to allow us to 
see or hear in any straightforward way. In the oft-quoted words of William James, 
the world was a “blooming, buzzing confusion” unless one had the experience, the 
knowledge, and the mental capabilities to decipher it. Thus the psychology of 
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perception may have started by characterizing light or sound, but that wasn’t where 
the action was. What mattered was what the mind did with those lights or sounds, 
the exceedingly clever ways it reshaped, recombined, sorted, and categorized them 
to achieve a mental representation of the world.

There was a kind of seductiveness to the expertise it took to understand the theo-
ries of perception of the time. A little like joining a cult that offers the smug feeling of 
secret knowledge in exchange for casting off ties with the normal world of family and 
friends, becoming an initiate in cognitive psychology gave entrée into a realm of tech-
nical knowledge that compensated for alienating oneself from the ordinary experi-
ence of looking at or listening to the world. However much I might enjoy the mingled 
sounds of crickets and surf on the trail to Blacks Beach, or admire the rainbow colors 
of hang-gliders wheeling overhead, I was willing to accept that such things were 
hardly legitimate concerns for a serious student of perceptual psychology.

In this context, Gibson’s suggestion that we ought to take seriously the world—
this world, the one around us—in accounts of perception was iconoclastic to the 
point of sedition. Gibson turned his back on traditional accounts of the stimuli for 
perception and instead built his own foundation:

The face of the earth consists of wrinkled surfaces of rock and soil along with smooth surfaces 
of water. The liquid surface is everywhere exactly perpendicular to the line of gravity; the 
solid surface is on the average perpendicular to it.  .  .  .  So the solid environment is a “support” 
for behavior. It is rigid. Unlike the viscous or liquid environment of mud, lava, slough or 
water, it permits the animal to stand and walk upon its legs, and to fi nd his way about from 
place to place. This rigidity of layout puts him in danger of collision, to be sure, either with 
an obstacle or by falling off a cliff, but it does afford surfaces which keep the same arrange-
ment. Rigidity gives geometrical permanence to places and constancies of shape and size to 
things. It therefore “supports” not only the upright stance but also locomotion, orientation, 
and manipulation. (Gibson 1966, pp. 8–9)

This account is so simple and lucid that at fi rst it seems almost naive. Wrinkled 
surfaces, mud, lava and slough, even falling off cliffs? This sounded more like a 
description of my walk to the beach than the work of a perceptual psychologist. It 
was exciting to read, both for its bravery in describing the world from scratch, and 
for its transgression of the boundaries customarily imposed between science and 
everyday life.

Gibson’s depiction is at once familiar and strange. He mixes commonplace lan-
guage with a consideration of physical laws (the “line of gravity”) and a seemingly 
obsessive attention to the obvious (the “rigidity of layout”). With hindsight, his 
description is skillfully crafted to provide a foundation for his later theories of 
perception as “pickup” of complex, ambient information, and of action as mediated 
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by affordances, properties of the environment that offer possibilities to appropri-
ately equipped animals. But for me, at the time, its primary appeal was as an account 
that set aside technical descriptions of insuffi cient stimuli, and instead took a fresh 
look at the world around us.

Surprisingly, Gibson’s writings had the effect of leading me into human–computer 
interaction. Up to that point, I had turned up my nose at the fi eld. My dismissive 
slogan was that real HCI problems were too complex to lead to good psychology 
experiments, and conversely, that good experiments could not adequately address 
real HCI problems.2 Still, when my advisor Don Norman asked me to talk to his 
HCI group about how sound might be used in the interface, I consented.

At the time, most approaches to using sound in computer interfaces involved the 
auditory equivalent of data visualization. Typically, data dimensions were mapped 
to dimensions of sound to produce “sound-graphs” of various sorts. For example, 
Sara Bly (1982) mapped a data set describing the features of various species of 
fl owers so that each fl ower was represented by a single tone in which, for instance, 
stamen height mapped to pitch, and petal width to volume. By listening to a series 
of the sounds, listeners could discern correlations among dimensions and classify 
different fl ower types. A number of other researchers had come up with similar 
ideas for using sounds; invariably, they used musical sounds and dimensions for the 
mappings they created.

Through my engagement with Gibson’s ideas, however, I had come to realize that 
there was more to sound than music. Gibson concentrated almost exclusively on 
vision in his work, but it was apparent that his approach could be applied to hearing 
as well. Indeed, a section of the fi rst chapter of Senses was dedicated to the environ-
ment for listening:

A mechanical disturbance or dislocation is propagated outward from a source in accordance 
with the laws of wave action. Many different types of mechanical disturbance are possible: 
a solid may undergo shear, rupture, frictional movement, collision, or even explosion; a liquid 
may undergo turbulence, splashing, or even boiling; a gas may undergo vibratory fl ow in 
crevices or pipes.  .  .  .  (1966, p. 15)

Clearly, if Gibson had focused on auditory perception, he wouldn’t have been 
concerned with music. Instead, he would have focused on what I call everyday 
listening, the experience of attending to the sources of sound: the shapes, sizes, and 
materials of objects, and the nature of the interactions that cause them to vibrate. 
When Norman asked me to think about sound for computer interfaces, I was 
already well underway exploring this new domain of perception.
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With my newfound zeal for everyday listening, I speculated about how the dimen-
sions of sources, rather than sounds themselves, might be mapped to the interface. 
I suggested to Don’s group that perhaps it would be worthwhile thinking about an 
auditory equivalent to the icons, windows, and widgets that were just beginning to 
sweep the interface world, thanks to the newly released Macintosh and its forebears 
the Xerox Star and Alto. Through the use of auditory icons, sound could be used 
to augment basic interactions with the interface, rather than being relegated to the 
niche market of data exploration. Moreover, just as sound conveys information 
about multiple aspects of source events, auditory icons might convey multidimen-
sional information about computer events. Thus a single sound might not only 
indicate that email had arrived, for instance, but also suggest its size, its type, and 
how much other mail was in the mailbox.

The notion of developing auditory icons was exciting enough to interest others, 
and the opportunities they offered me overcame my prejudices against HCI. So I 
pursued my ideas, fi rst at Apple Computer and later at EuroPARC, through the 
creation of a number of interfaces that use auditory icons (see Gaver 1997 for a 
review). This perspective, so simple and yet so rich, suggested a wealth of oppor-
tunities for fruitful research and development.

Gibson’s approach to perception infl uenced my perspective on HCI in other ways 
too. For instance, inspired by Gibson’s account—and partially in reaction to 
Norman’s (1988) treatment—I started to consider how Gibson’s concept of affor-
dances might be applied to technology in general. I encountered a group at Delft 
Technical University, led by Gerta Smets, Kees Overbeeke, and Pieter Jan Stappers, 
whose innovative research, both on form semantics and on the creation of depth 
perception from motion parallax, was also based on Gibson’s ideas. Repeatedly, 
Gibson’s perspective proved to be a source of insights into areas he himself had 
never considered.

Rather than describing in detail any of the work I have mentioned, let me turn to 
the fundamental lessons that reading Gibson’s account of the environment taught 
me. For in addition to guiding specifi c aspects of my research, my encounter with 
Gibson’s work had profound effects on my basic stance as a researcher.

First, engaging with Gibson’s ideas taught me the value of entertaining ideas that 
initially seem implausible or wrong-headed. As I said at the start, Gibson’s focus on 
the environment rather than the perceiver fl ew in the face of the basic assumptions of 
cognitive psychology. So misguided did his concepts of “invariants,” “direct percep-
tion,” and “affordances” seem, that when we received a guest lecture on the topic 
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from a visiting professor, we were, in effect, counseled to humor the madman. But 
entertaining these seemingly preposterous notions turned out to be pivotal to my 
career. This experience makes the Queen’s practice in Alice in Wonderland, of believ-
ing “as many as six impossible things before breakfast,” seem sensible—there’s 
nothing like having your world overthrown to get you thinking. Moreover, embracing 
Gibson’s ideas, even provisionally, had the effect of undermining my belief in Science 
as the quest for one great Truth, and instead allowed me to conceive of research as 
the accumulation of a number of perspectives for understanding, all incomplete and 
many incompatible, but each shedding light on particular phenomena.

Second, Gibson’s perspective shifted my attention from psychology—mental 
events such as perception, memory, and problem solving—toward the circumstances 
which contextualize psychology: the structure of the things we perceive, the kinds 
of events we fi nd meaningful and memorable, the issues we typically fi nd problem-
atic. This is not to abandon psychology altogether, for it is the relationship between 
people and their environment that makes these issues potent. But stressing the world 
rather than the mind seems appropriate for HCI and other design-related fi elds, 
which, after all, are concerned with shaping the situations that people encounter. 
Certainly, this shift led me toward my current focus on practice- rather than theory-
based research. Just as Gibson’s emphasis on the world to be perceived underlay 
his account of perception, so explorations of new situations created by technologies 
can help us to better understand people more generally.

Perhaps most simply, and most deeply, Gibson’s description of the world invited 
me to think for myself about the basics facts of the topics in which I later became 
interested. Of course, it is essential to build on the understandings achieved by those 
who came before us. However, it can also be useful to question assumptions. Some-
times, it is most valuable simply to relax the preconceptions inherited with learning, 
and look at the world afresh. To be sure, trying to fi nd one’s own way can lead to 
mud, lava, slough, or water—we might even risk falling off a cliff!—but the hazards 
seem worthwhile when one chances upon an unexpected vista. It is for this lesson 
that I am most grateful to Gibson.

Notes

1. Unless otherwise noted, all quotes are from Gibson (1966), The Senses Considered as 
Perceptual Systems (abbreviated Senses in the text).

2. To be honest, my view hasn’t changed much—I just don’t take psychology experiments 
as the only route to good research any more.
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J. H. Larkin and H. A. Simon, 1987: “Why a Diagram Is (Sometimes) Worth Ten 
Thousand Words”

This classic is twenty years old. Its catchy title drew my attention and that of many 
others when it was published. According to Google Scholar, it has since been cited 
nearly seven hundred times. That is a lot of eyeballs. So what is the paper about, 
why has it been so infl uential, what is its relevance to HCI, and why did it have 
such an impact on me?

We have all heard the saying “a picture is worth a 1,000 words.” In the original 
version, the number of words was pitched at 10,000, but somehow got reduced to 
1,000 in common parlance. Even with the substantially reduced ratio, the maxim 
retains its potency. Why is this? What is it about a picture that says so much? And 
why are words claimed to be so inferior? Larkin and Simon sought to reveal the 
truth by examining a particular kind of picture—a diagram. Typically, a diagram 
is drawn to help people solve problems, particularly those relating to the grouping 
of certain elements. An example is a family tree that shows kinship relationships. 
The elements include family members, marriages, births, and deaths depicted by 
connecting lines and various symbols.

So how do diagrams work and why are they so appealing? Consider the follow-
ing problem. “The triangle is to the right of the square. The square is to the right 
of the circle. What shape is in the middle?” You need to stop and think. It requires 
you to mentally place the objects side by side to work out the answer. It also requires 
you to hold in memory a partial solution (the placement of the triangle and square) 
before being able to move on to the next step, which is to infer the circle’s location 
relative to the square and triangle. Considerable mental effort is required to solve 
even this simple problem. Now look at the diagram in fi gure 45.1 and see how easy 
it is to come to the same conclusion. It only requires us to recognize the middle 
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shape, utilizing our well-honed perceptual skills, since it is immediately visible in 
the graphical representation.

From this simple example we can see how a diagram literally enables us to 
“read off” the solution from the representation, whereas we have to make explicit 
what is implicit in the sentences. In a nutshell, pictures reveal, words conceal. 
Though this may seem intuitive, Larkin and Simon provide an insightful theo-
retical account as to why this is the case. An important distinction they make is 
that even though diagrammatic and sentential representations are informationally 
equivalent, they are computationally different. That is, they contain the same 
information about the problem, but different amounts of cognitive effort are 
required to come to the solutions. In their paper, they show the effects of this on 
problem solving using two textbook examples taken from physics and geometry, 
one to do with pulleys and weights and the other with theorem proving. The 
problems are ones we love to hate because they are so hard and hence well suited 
to illustrating the benefi ts of diagrammatic representations. In particular, they 
require us to work out the ratio of weights and prove that two triangles are 
congruent, which entails making multiple interdependent inferences about rope 
lengths, angles, and the like.

I have since wondered, however, why they chose such intractable problems when 
they could have explained their theory using simpler ones, such as genealogy or 
ecosystems that use the more familiar diagrammatic forms of trees and webs. It 
certainly would have made it easier for the rest of us to follow. But it is often the 
way that to prove that you are doing “real” science you need to work on seriously 
hard stuff. In a similar vein, Larkin and Simon use an intricate form of computa-
tional modeling to show how the two problems are solved quite differently when 
using a diagram and a textual description. I found their extensive use of formalism 
heavy going. It was painstakingly laid out and I have to confess to glossing over a 
few pages of it, taking their word. So why did I like the paper?

What has stuck with me ever since was their higher-level explanation of the cog-
nitive processes that take place when using diagrams to solve problems: we are able 

Figure 45.1
A pictorial problem solution.
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to readily switch our attention from one component to another of a diagram to 
draw our conclusions in ways that are impossible to do with a sequence of sentences. 
Diagrams provide simultaneous information about the location of components in a 
form that enables objects and their relations to be easily tracked and maintained. 
From this, we can deduce that the best diagrams are those that make it obvious 
where to look to draw conclusions.

For psychologists who were joining the fi eld of HCI in the late 1980s, the theory 
provided an alternative account of the cognition that takes place when people inter-
act with external representations. Until then, cognitive theories being imported into 
HCI to explain and predict user interaction were based on information-processing 
models that were exclusively about internal representations and had scant regard 
for the “external” world of artifacts, information, and representations. Best known 
was the human processor model whose offspring was the (now outmoded) GOMS 
method (Card, Moran, and Newell 1983). The former describes and the latter pre-
dicts the cognitive processes that were thought to take place inside a user’s brain—
how long it took to perceive a character on a screen, recognize it, decide what to 
do about it, and then press a key. The problem with these and other information-
processing-based models, however, is that they do not represent adequately the state 
of affairs and can end up oversimplifying and distorting reality. Most of our cogni-
tive activities involve interactions with external kinds of representations, such as 
books, documents, and computers—not to mention one another. When we are at 
home, we do not have to remember where everything is, because it is “out there.” 
We decide what to eat and drink by scanning the items in the fridge, and we write 
lists and post-it notes to remind us of what to do. Against this backdrop of every-
day psychology, I struggled (as did many others) to see how the information-
processing-based methods developed for HCI were of any use to understanding 
how people actually interacted with computers and their environments.

Not surprisingly, these models failed miserably to be of value to interaction 
designers—who were primarily concerned with creating effective interfaces for dis-
playing information, and not, say, how many words people could remember when 
fl ashed rapidly in front of them, as predicted by the well-known 7+/−2 short-term 
memory theory. In contrast, Larkin and Simon’s concern with the external paved 
the way for HCI researchers to begin in earnest to theorize the role of external rep-
resentations in human–computer interactions. Several followed up their claim that:

Mental imagery—the uses of diagrams and other pictorial representations  .  .  .  held in human 
memory  .  .  .  play a role in problem solving quite analogous [to] external diagrams  .  .  .  and  .  .  .  this 
role is also played by the internal and external in concert. (Larkin and Simon 1987, p. 97)
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The idea that cognition involves the interplay between internal and external repre-
sentations was born.

A number of models appeared, accounting for how internal representations are 
combined with external ones, including Larkin’s (1989) subsequent DiBs model that 
explained how we solve everyday problems using external displays (e.g., using the 
interface of a coffee machine to brew coffee) and Zhang and Norman’s (1994) 
analysis of distributed cognitive tasks for equivalent problems represented in differ-
ent external forms. Indeed, I remember during my year’s sabbatical at the cognitive 
science department at the University of California, San Diego, in 1991, being asked 
by Norman’s students to take part in a series of experiments on how external rep-
resentations made it more or less easy to solve the “Tower of Hanoi” problem. 
Instead of trying to solve it in my head I was asked to balance small cups on large 
cups and move real oranges around on different sized plates. It got me thinking 
about how the physical nature of an external representation constrains the way we 
perceive a problem and subsequently solve it.

I spent that year immersed in the newly formed distributed cognition lab run by 
Ed Hutchins. He was concerned with the design of cockpits at the time and we 
spent countless hours analyzing how the various external representations used in 
the instrument panels played a critical role in the complex activity of fl ying 
planes.

There was a palpable buzz in the early ’90s, as we endeavored to change the face 
of theorizing in HCI and psychology. O’Malley and Draper (1992) proposed a 
display-based account that differentiated between the knowledge users need to 
internalize when learning to use display-based word processors (e.g., Word) and the 
knowledge they can always depend on being available in the external display. 
Norman (1993) had a big impact, popularizing the notion that knowledge resides 
both in “the head” and in “the world.” More recently, Wright, Fields, and Harrison 
(2000) developed their resource model that analyzed the information types thought 
to be used during human–computer interactions, both internal (e.g., memorized 
procedures) and external (e.g., written instructions).

Within cognitive science itself many researchers took up Larkin and Simon’s 
seminal ideas to explore further the nature of how both static and interactive dia-
grams work together with how people use different and multiple external represen-
tations when solving problems. Names that spring to mind include Paul Brna, 
Richard Cox, Keith Stenning, Shaaran Ainsworth, Peter Cheng, Barbara Tversky, 
Hari Narayanan, and Mary Hegarty. A body of research has emerged that has 
investigated the cognitive benefi ts of static and interactive diagrams together with 
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different forms of graphical representation that have proven to be of value to those 
in the business of designing educational software, information visualizations, and 
other applications.

And what lasting impact did Larkin and Simon’s paper have on me? Over the 
years, it has made me think deeply about the design of effective external represen-
tations that can capitalize on their cognitive benefi ts. At fi rst, it led me to scour the 
scattered literature on diagrams and other kinds of external representations. I dis-
covered that although numerous studies had been conducted there was little mention 
of the rationale behind their design. Not even Larkin and Simon had any words to 
say on the matter. A further examination of the diagrams that educators and 
researchers have created (especially HCI ones) showed how a surprisingly large 
number of them were badly designed. The fact that not all diagrams are good made 
me think further about how to design more effective ones.

This line of research resulted in many fruitful years working on external repre-
sentations, culminating in the external cognition framework, developed in collabo-
ration with Mike Scaife, intended to be used for the analysis, design, and selection 
of advanced computer-based graphical representations, such as animations, multi-
media, and virtual reality (Scaife and Rogers 1996; Rogers and Scaife 1998). In 
particular, we characterized a number of dimensions that could be usefully employed 
to determine how to design different kinds of external representations that would 
be of “added” cognitive value for particular users, domains, and tasks. We also 
explored how interactive mechanisms enabled by computer technologies could be 
exploited to guide and scaffold learners in knowing where to look in order to inter-
pret and to make inferences and connections between the different elements of a 
graphical representation. An example is “dynalinking,” where diagrammatic repre-
sentations are linked with a more concrete illustration of what they stand for, such 
as a dynamic simulation; changes in one are matched by changes in the other, 
enabling a better understanding of what the abstraction means.

On refl ection, Larkin and Simon’s paper was timely and much needed, providing 
the impetus, insight, and inspiration for HCI researchers like myself, fi rst, to con-
ceptualize how computer–based graphical representations work and, second, to 
determine how to design more effective ones. But let’s not get carried away; not all 
pictures are worth a 1,000 words, and, indeed, sometimes words say it all.
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In the formative years of HCI in the early 1980s, researchers explored the idea that 
users form mental models of computer systems which they use to guide their inter-
action with the system. This was a powerful concept because it meant that if we, 
as interface designers, understood what kind of model the user constructed as well 
as the process of constructing it, we could make computers easier to use by develop-
ing systems that were consistent with that model or that made it easier to construct 
the model.

In this brief essay I examine a concept of mental models put forward by Card, 
Moran, and Newell (1983) in their book, The Psychology of Human–Computer 
Interaction, and explore its impact on the science and application of HCI. This book 
and subsequent papers had a strong and lasting infl uence on the fi eld of HCI as an 
applied research discipline because it provided a testable theory that bridged the 
divide between psychological theories of human processing and the emerging disci-
pline of interface design.

Our purpose in this book is to help lay a scientifi c foundation for an applied psychology 
concerned with the human users of interactive computer systems. Although modern cognitive 
psychology contains a wealth of knowledge of human behavior, it is not a simple matter to 
bring this knowledge to bear on the practical problems of design—to build an applied psy-
chology that includes theory, data and methodology. (Card, Moran, and Newell 1983, 
p. vii)

Mental Models

The concept of mental models had special meaning for me when I entered the fi eld 
of HCI in the 1980s. I had recently completed my doctoral work in cognitive 
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psychology studying language comprehension with Phil Johnson-Laird at Sussex 
University in England. Johnson-Laird had advanced the theory of mental models to 
explain how people construct internal representations of meaning from which they 
infer semantic relationships (see e.g., Johnson-Laird 1983). Although the theory was 
developed within cognitive psychology, it was infl uenced by cognitive science, which 
had been embraced by our department. Cognitive science and the funding behind 
it supported cross-disciplinary research at the intersection of psychology, linguistics, 
artifi cial intelligence, and philosophy.

Around the same time, another group of researchers were proposing that users 
form mental models of computer systems which they use to guide their interaction 
(see e.g., Norman 1983). In cognitive science, mental models were assumed to apply 
to some kind of abstract representation in people’s heads. In HCI, mental models 
were more concrete although still representational. These models variously referred 
to (a) the actual model of the system; (b) the engineer’s model of the system which 
then drives the technical design and implementation; (c) the user interface designers’ 
model of the system; or (d) the user’s model of the system.

Being steeped in theories of mental models and cognitive science I was primed to 
look for new ways to apply what I had learned. The opportunity came when I was 
a post-doc in the AI department at Yale University working with Elliot Soloway on 
researching expert-novice differences in programmers. We attended the 1982 Con-
ference on Human Factors in Computing Systems in Gaithersburg, Maryland, 
widely regarded as the fi rst HCI conference (although neither HCI nor CHI had yet 
been named). I remember the excitement of fi nding people from vastly different 
disciplines of psychology, AI, computer science, and social sciences all interested in 
the same set of topics about users and computer systems and the interactions among 
them. Although the Card et al. book was yet to be published there were several 
presentations and lots of hallway discussion of this new approach to human–
computer interaction. I was shortly to start a career in industry, working to 
improve the usability of new systems and applications; a theoretically grounded 
approach was just what I was looking for.

From early on, mental models were used in HCI to provide a theory of the user’s 
representation of the system as well as ways of designing a system that would infl u-
ence both the content of the user’s model and its construction. For Card et al., who 
were pursuing the goal of developing a theory of applied psychology, it was impor-
tant that any concept of mental model not only be theoretically grounded but also 
be testable. They sought to explain and predict human–computer interaction by 
appealing to a type of model called GOMS, a method for describing the set of tasks 
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the user wants to perform and his plans for performing it. In terms of the types of 
mental models outlined earlier, GOMS was a means to explicitly represent the user’s 
model of the system in a way that helped to distinguish, but not direct, different 
design options.

GOMS stands for goals, operators, methods, and selectional rules.

Goals Goals represent the set of things the user wants to do using the computer, 
such as edit a document.
Operators Operators are the actions that belong in a user’s repertoire of skills and 
the set of commands or operations that the system will let the user perform. At 
the time that GOMS was developed, operators would have been keyboard 
commands.
Methods Methods correspond to the sequence of subgoals and operators to achieve 
the goals. If the goal was to edit a document, a subgoal might be deleting a section 
of text. The method to achieve this goal would be described at the level of the 
individual actions and even keystrokes that the user would perform, beginning with 
placing the cursor at the beginning of the deletion point, holding down the mouse, 
dragging the mouse across all the text to be deleted to select it, then raising the 
mouse and clicking the delete key.
Selectional rules Some goals could have multiple methods. For instance, instead 
of using the mouse to select text for deletion, the user could use the keyboard arrows 
to select the text. The model included a process for selecting among the different 
methods.

In keeping with its goal of linking theory with research, the GOMS model was 
used to predict performance for “routine cognitive skills” such as text editing. The 
theory, which focused on skilled users, was supported by research on text editors 
that demonstrated that the same task took longer using the text editor with the 
predicted greater number of operations (Roberts and Moran 1983). A simplifi ed 
version of GOMS, the Keystroke model, cast GOMS at the level of individual 
keystrokes to explain and predict expert error-free performance. The original 
model was further elaborated to provide more rigor as well as sets of tools to auto-
mate parts of the analysis process (see, e.g., John and Kieras 1996). Although the 
model provided testable theories it also came under a lot of criticism for its focus 
on low-level operations, highly skilled users, error-free performance, and an inabil-
ity to take into account individual differences or effects of fatigue or motivation 
(see, e.g., Olson and Olson 1990). Despite some of the shortcomings there contin-
ues to be active research extensions to the GOMS model (see, e.g., John et al. 
2002).
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Evaluating the Infl uence of Card, Moran, and Newell

Although the particular details of the Card et al. theory may fall short by focusing 
too much on low-level tasks by skilled users, it does provide a systematic and prin-
cipled set of quantitative and qualitative predictions about the ease of use of a 
particular interface design. It thus established much of the theoretical foundation of 
HCI and its place as an applied discipline, with contributions to the theory of inter-
action as well as to the practice of interface design and usability testing. The GOMS 
formulation also provided HCI researchers and practitioners with tools for building 
models of human behavior, many of which have found their way into areas such as 
usability testing with its emphasis on task modeling and performance. In fact, usabil-
ity has grown from a thematic area in HCI to a separate group with its own society 
(Usability Professionals Association), conferences, events, and magazine.

As UI design standards and design guidelines started to infi ltrate the HCI practi-
tioner community in the early 1990s, the role of mental models as a guiding prin-
ciple began to decline in favor of approaches that focused on the “look and feel” 
of the interface. This has not meant that an engineering approach has entirely dis-
appeared from HCI. As recently as the 2006 Conference on Human Computer 
Interaction there was a panel—“Real HCI: What It Takes to Do HCI Engineering 
for Disasters, Driving, Disruption, and Distributed Work”—that called for an engi-
neering approach to HCI practices including a reexamination of tasks and models 
to frame the design space and predict outcomes.

Looking back at what I consider to be one of the most infl uential bodies of work 
in HCI, I believe that Card, Moran, and Newell’s work reinforced my commitment 
to HCI. They demonstrated that there was a set of interesting problems that required 
a deep understanding of people combined with an appreciation of the opportunities 
of new innovative technology for the solution. They convinced me that we could 
advance our theoretical understanding of technology and interfaces but also con-
tribute to the practical design and implementation of new products and services.

But the role of mental models, including the work of Card et al., has not advanced 
without controversy. There is an inevitable tension between the psychologists, com-
puter scientists, engineers, and designers who make up the HCI fi eld. Discussion of 
mental models brings up the lingering debate over whether science, engineering, or 
design drives HCI. Do theoretical concepts such as mental models as representation 
really contribute to the practical issues of interface design or system engineering, or 
are they a distraction? Where is the real “science” in HCI? Can science and design 
coexist? These are questions that the next generation of HCI will continue to 
ponder.
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The fi eld of human–computer interaction does not have much in the way of laws. 
The practice of doing user-centered design relies heavily on heuristics, checklists, 
surveys, interviews, and iterative testing. Though some quantitative methods are 
used (some number of controlled experiments, some modeling efforts like GOMS), 
the science of HCI is based heavily on qualitative methods. Nonetheless, there is at 
least one law that has had considerable prominence in HCI: Fitts’s law.

Paul M. Fitts was a psychologist who was very interested in practical as well as 
theoretical problems of human performance. He got his Ph.D. in 1938 at the Uni-
versity of Rochester and was on the faculty of the University of Tennessee until 
1941. At that point he went to Washington, D.C., to work on the war effort. He 
worked with the U.S. Army Air Forces on problems of selection and training of 
pilots. In 1945 he became director of the Psychology Branch of the AAF Aero 
Medical Laboratory at Wright Field in Dayton, Ohio. He left active military service 
in 1949, and reopened a Laboratory of Aviation Psychology at Ohio State Univer-
sity. In 1958 he moved to the University of Michigan, where he remained until his 
untimely death at the age of 53 in 1965.

Paul was known as a founding spokesperson for engineering psychology, whose 
goal was to understand how to design equipment so that it would work well with 
the characteristics of human behavior. He wrote an infl uential review of engineering 
psychology (Fitts 1951) in the classic Handbook of Experimental Psychology. He 
strongly believed that basic research and applications could proceed hand in hand, 
an idea at the heart of Donald Stokes’s thesis on Pasteur’s quadrant (Stokes 1997), 
a point of view that has infl uenced me a lot. (Further details about Fitts’s life and 
work are available in Pew 1994.)
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His well-known law was published in the Journal of Experimental Psychology in 
1954 (it was later reprinted in the Journal of Experimental Psychology: General in 
1992 as a classic paper). It is a relatively brief paper, reporting three experiments 
which provided the data for a formulation of the mathematical expression of the 
law itself. The law can be summarized quite succinctly:

MT = a + b log2 (2A/W)

where MT = movement time, a and b = empirically determined constants (regression 
coeffi cients), A = distance (or amplitude) of the movement, and W = width of the 
target. In words, the law states that the time it takes to move to a target is a func-
tion of the length of the movement and the size of the target. This law has been 
verifi ed for many kinds of situations (see Welford 1968).

When exposed to this law, many HCI designers and researchers say “So what?” 
It seems intuitive and unremarkable. But two things must be kept in mind. First of 
all, it is a quantitative law, not a qualitative one. The law states a precise prediction 
about how movement and target characteristics are related quantitatively. As noted 
in the previous paragraph, these quantitative predictions have been verifi ed for a 
wide range of cases. Second, it has led to a number of interface innovations that 
are both surprising and interesting. I turn to these next.

This law became interesting to HCI folks when devices to control the cursor on 
a windowed interface came into being. Card, English, and Burr (1978) used the 
Fitts’s law framework to analyze a number of different selection devices. But the 
law can also be used as a framework for design. Here are a number of design ideas 
that come specifi cally from an understanding of Fitts’s law.

The value of the edge of the screen Walker and Smelcer (1990) showed that 
putting a to-be-selected item on the edge of the screen is highly effective for mini-
mizing selection time. This is because the edge of the screen is virtually of infi nite 
size. No matter how slow or fast you move the cursor, when you get to the edge it 
stops. A nice practical illustration of this is the contrast between the standard Mac 
and Windows interfaces. In the Mac the main menu is at the top of the screen, along 
an edge. In Windows the menu items are near the top of a window, but they are 
not on the edge of the screen, even when the window is maximized, and are there-
fore harder to select. An interesting corollary of this point is that the optimal loca-
tion for a to-be-selected item is the corner of the screen, as it is essentially infi nite 
in two dimensions.
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The value of pop-up menus A menu that pops up when you click is another excel-
lent design idea based on Fitts’s law. Whereas the edge idea just discussed makes 
the target of infi nite size, a pop-up menu makes the movement zero, at least to 
get to the menu itself. After that, of course, a movement is needed to make a 
selection.

Selecting from a pop-up menu If you get to the menu with no movement, then 
ideally the items on the menu to be selected should minimize the distance you have 
to move. This can be done in one of two ways:

1. Centering on a linear menu. This is where, when you click to get the menu, your 
cursor is in the middle of the menu at the start.
2. Pie menus. Here, the menu items are arrayed around a circle. A movement of 
only one pixel gets you to an item, though of course a movement to any point in 
the wedge for an item works. A side benefi t: the farther you move your cursor in 
the menu, the bigger the wedge becomes, making the target bigger.

Fittsizing a menu A good design for a linear pull-down menu is to have the size 
of the target for items get larger the farther down the list the items get. Of course, 
as the targets get larger the distance to be traversed gets longer. But Walker and 
Smelcer (1990) showed that Fittsizing with a 20 percent increase in size per item 
improves the speed of selection.

Organization of walking menus Walking menus are hierarchical menus, where 
selecting an item opens up another menu alongside it. In some complex systems 
such walking menus can go several levels deep. Walker and Smelcer (1990) showed 
that Fittsizing and aligning key portions of the menu at the edge of the screen can 
help with the selection of items in walking menus. Tognazzini (1999) discusses how 
the Macintosh interface uses a V-shaped buffer zone to help avoid drifting to an 
item on the higher-level menu as one moves laterally.

Expanding items as you move toward them The task bar at the bottom of the OS 
X interface on the Macintosh has items that expand as you move over them. This 
momentarily gives one a larger target, making rapid selection easier. McGuffi n and 
Balakrishnan (2005) studied this phenomenon in some detail, showing benefi ts for 
expanding targets as one moves toward them. However, they note that if there are 
targets close to each other, the design gets more complicated.
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These are interesting examples, but there are a number of movement phenomena 
for which Fitts’s law is too simple. Fitts’s law focuses on one-dimensional move-
ments, that is, linear movements from a starting point to a target. But there can be 
two-dimensional movements on a screen, and three-dimensional movements in 
virtual or real spaces. MacKenzie and Buxton (1992) looked at two-dimensional 
movements, and explored some extensions of the model that provide a better fi t to 
data on two-dimensional selections. The law also applies only to rapid movements 
aimed at a target. It does not apply to slower kinds of movements on the screen, 
such as drawing.

Thinking about Fitts’s law and its implications for interface design brings home 
how important it is to use multiple methods in thinking about good design. The 
extent to which Fitts’s law is ignored in common interfaces suggests that there is 
nothing apparently intuitive about the law, despite its simplicity. So knowledge of 
the law is an important element of good design. But it is obviously only one element 
of what goes in to good design. The features of good interfaces come from many 
sources. Whether it’s on the science side or the design side, HCI must fundamentally 
use multiple methods. Quantitative laws, and their qualitative interpretations, have 
a role in the fi eld.

Finally, some personal notes. Like Fitts, I fi rst was immersed in applied problems 
during a tour in the military. After graduate school I spent three years in the U.S. 
Navy, assigned to a human factors group at the Naval Submarine Medical Research 
Center in Groton, Connecticut. Fresh from being caught up in the exciting controver-
sies of psycholinguistics and the new emerging cognitive science, I found ways to use 
both the concepts and the methods I had learned to explore problems in submarine 
and diving tasks. This blending of basic and applied work resurfaced later when I got 
involved in problems of human–computer interaction in the early 1980s.

Several years ago the School of Information at the University of Michigan decided 
to honor me with a named collegiate chair, with a name of my choice. The rules of 
this honor are that the name must be a distinguished University of Michigan faculty 
member who was retired. My immediate choice was Paul M. Fitts, for I had long 
admired his work, and his legacy at the University is still evident. His wife, Mary, 
lives in the same neighborhood as we do. So I explored with her whether this would 
be acceptable to her, and she was delighted. I had some years earlier chaired the 
annual Paul M. Fitts lectures in the Department of Psychology, so Mary already 
knew about my connection to her husband. As a result, I am now the Paul M. Fitts 
Collegiate Professor of Human–Computer Interaction, a designation of which I am 
very proud.
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About twenty years ago, I was a graduate student at the Ontario Institute for Studies 
in Education at the University of Toronto. The acronym, HCI, for human–computer 
interaction, meant little to me at the time, but there was a course with “Human–
Computer Interaction” as the title. It seemed interesting, so I enrolled. Today, I 
consider HCI my fi eld of research, and this is in large part due to that course. In 
fact, it is due to one paper I read during that course.

The course readings included a textbook (I will not name it here) and a dozen or 
so papers. Overall, I was not very excited. Many of the readings were a tad thin on 
substance, in my view at least. This feeling changed completely when I read the 
paper to which this essay is directed: “Evaluation of Mouse, Rate-Controlled 
Isometric Joystick, Step Keys, and Text Keys for Text Selection on a CRT,” by Card, 
English, and Burr. Now, it might not seem a must-read paper from the title, but 
don’t be fooled. I read the paper because I had to for the course. And I’m glad I 
did, because it changed my life. That’s an overstatement, I suppose, but it is true 
that this paper was a tipping point for me. I read it. I liked it. I liked it a lot. I was 
inspired and motivated to dig deeper. Before I knew it, I was hooked. HCI was 
for me!

The paper is important because it was the fi rst detailed comparative evaluation 
of the mouse. Card, English, and Burr established, beyond dispute, that the mouse 
was a superior input device for selecting objects on a display. They compared it to 
a joystick and to two key-based methods for selecting text. Their three conclusions 
say it all. Briefl y:
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The positioning time of the mouse is signifi cantly faster than  .  .  .
The error rate of the mouse is signifi cantly lower than  .  .  .
The rate of movement with the mouse is nearly maximal  .  .  .

The number of follow-on papers on pointing devices in HCI is likely in the 
hundreds, and all are guided by this seminal work by Card, English, and Burr.

The 1970s was an exciting time for computing. Bitmapped graphics displays were 
replacing character-mapped displays, and researchers were investigating new ways 
for humans to interact with computers. About ten years earlier, Douglas Englebart 
had invented the mouse (See English, Engelbart, and Berman 1967). Researchers at 
Xerox, including Card, English, and Burr, were looking to improve the design 
(eventually putting a rolling ball inside it) and to evaluate and compare the mouse 
in new paradigms of interaction.

The paper presents what we in HCI often call a “user study.” Unbeknownst to 
me at the time, the study was, in fact, an empirical experiment with human par-
ticipants conforming to the standards for such as refi ned over many decades in 
experimental psychology. Card, English, and Burr’s paper is a representative and 
guiding example. The study was thorough. They tested four devices while system-
atically varying the distance to move, the size of the targets, and the angle of move-
ment. They practiced participants to a clearly described criterion of expertise. 
Throughout, the paper is an exemplar of sound research and concise reporting. Of 
course, I read it again in preparing this essay. Terrifi c, still. Take a moment to read 
the abstract:

Four devices were evaluated with respect to how rapidly they can be used to select text on 
a CRT display. The mouse is found to be fastest on all counts and also to have the lowest 
error rates. It is shown that variations in positioning time with the mouse and joystick are 
accounted for by Fitts’s Law. In the case of the mouse, the measured Fitts’s Law slope con-
stant is close to that found in other eye-hand tasks leading to the conclusion that positioning 
time for this device is almost the minimal achievable. Positioning time for the key devices is 
shown to be proportional to the number of keystrokes which must be typed.

Why copy the abstract here? First, to convey the content. But let me add: I review 
a lot of submissions to conferences and journals. It is extraordinary how often I am 
compelled to criticize the abstract in my reviews. Not here. This abstract delivers 
in 112 words exactly what it should. It tells the reader “what was done” and “what 
was found.” No more, no less. Researchers too often treat an abstract as an intro-
duction to the paper, and fail to convey the most salient fi ndings. The rest of 
Card, English, and Burr is crafted just as well: carefully executed and succinctly 
delivered.
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But there is more. Card, English, and Burr went beyond a typical user study. Here 
are the fi rst are two sentences in the discussion section (p. 608):

While these empirical results are of direct use in selecting a pointing device, it would obvi-
ously be of greater benefi t if a theoretical account of the results could be made. For one thing, 
the need for some experiments might be obviated; for another, ways of improving pointing 
performance might be suggested.

This is an inspired preamble to their discussion on building models—models of 
interaction that (a) embed a theoretical account of the underlying human processes 
and (b) can serve as prediction tools for a priori analyses of alternative design 
scenarios. The remainder of the paper is about modeling using Fitts’s law. They 
build and compare Fitts’s law models for the mouse and joystick. This snagged 
me. The idea and mechanics of building a predictive model were new to me. It 
was empirical; it was built on established theory; it combined this theory with 
direct measurements of human behavior. The result is an equation predicting the 
time to select a target based on the distance (D) to the target and the target size 
(S). Although the form is usually different today, Card, English, and Burr give the 
equation as

T = a + b log2(D/S + 0.5)

The log term is the “index of diffi culty,” in bits. It has been the subject of con-
siderable research and debate in the more than fi fty years since Fitts’s original paper. 
But that’s another story.

One of the most provocative aspects of Fitts’s law—and it is elaborated in detail 
by Card, English, and Burr (1978)—is that the slope coeffi cient in its reciprocal 
form (1/b) carries the units “bits per second.” This term, called “throughput” today, 
is a performance measure representing the rate of information processing exhibited 
by users while performing point-select tasks. Wow! Are we humans mere channels 
for information transmission? Of course not, but the analogy works extraordinarily 
well, as the correlations for Fitts’s law models are often well above r = .900. Clearly, 
this was fertile ground for further research.

Before I knew it, I was reading the original papers by Fitts (1954) and others and 
chipping away at a few problems and issues that were apparent to me, such as the 
need to include accuracy in the model, ways to apply the model to two-dimensional 
tasks, and the benefi ts of a more theoretically correct formulation for index of dif-
fi culty (MacKenzie 1992). Needless to say, Card, English, and Burr (1978) showed 
the fi rst use of Fitts’s law in human–computer interaction. Many dozens of Fitts’s 
law papers have followed.
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Card, English, and Burr’s call for modeling in human–computer interaction was 
the seed for what today is a major component of research in our fi eld. Not everyone 
in HCI accepts the benefi ts of models of interaction, however; so, let me fi nish by 
making a case for modeling.

A model is a simplifi cation of reality. Consider an architect’s scale model of a 
building or a physicist’s equation for the trajectory of a tossed ball. Both are reduc-
tions or simplifi cations of more complex phenomena. They are useful because they 
allow us to explore the phenomena, think about them, make changes, and so 
on—without actually constructing the building or throwing the ball. A great many 
problems in HCI have been explored in this manner over the years. A recent example 
is the Fitts-digraph model for text entry. It combines Fitts’s law with a language 
model. The language part is a set of letter pairs (digraphs) and their frequencies in 
a language corpus. The Fitts-digraph model yields a prediction of text entry speed, 
for example, using a fi nger on a small keyboard (e.g., RIM’s Blackberry) or a stylus 
on a virtual keyboard on a PDA’s display. Fitts’s law gives the time to tap each key 
given the size of the key and the distance from the previous key, and the language 
model tells us the relative occurrence of each movement. Combine the two and you 
have a prediction of text entry speed for a given keyboard in a given language. 
That’s not the main point, though. In an effort to design a better keyboard, we 
might consider some changes, such as resizing some of the keys, rearranging the 
letters, reducing the number of keys by placing two or more letters on each key, or 
adding extra interactions for word completion, and so on. These changes can be 
explored, each accompanied by a predicted entry speed, without actually building 
anything. This is a powerful way to explore the text entry problem, and, indeed, 
there has been considerable work in this vein in recent years in HCI (MacKenzie 
and Soukoreff 2002). I hope, in some way, you are convinced that models are great 
tools for HCI research. It all began with Card, English, and Burr.1

Note

1. The course where I fi rst read Card, English, and Burr was taught by Robert S. MacLean, 
who later supervised my Ph.D. research on Fitts’s law. Many thanks are offered to Dr. 
MacLean for the many inspiring conversations I enjoyed under his guidance. Thanks are also 
extended to my Ph.D. committee members William Buxton, Nishi Nishisato, and George 
Tracz, and to external examiner Stu Card. Thanks as well to Janet Read who fi rst drew my 
attention to the “HCI Remixed” initiative, and to Tom Erickson who provided thorough 
comments and suggestions on an early draft of this essay.
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Giorgio De Michelis
University of Milano–Bicocca, Milano, Italy

T. Winograd and F. Flores, 1986: Understanding Computers and Cognition

Understanding Computers and Cognition appeared in 1986, the same year as the 
fi rst Conference on Computer Supported Cooperative Work (CSCW). Drafts of the 
book, however, had circulated in the research community some years before. At 
the same time, the fi rst CSCW conference was in preparation and laid the ground 
for the emergence of CSCW as a research fi eld. Terry Winograd was both coauthor 
of the book and among the early promoters of the conference, where he presented 
a paper on the same theme as the book (Winograd 1986): it was natural for the 
CSCW community, therefore, to recognize Understanding Computers and Cogni-
tion as a reference point and to discuss it passionately.

The debate began immediately: the journal Artifi cial Intelligence published a 
review of it by Lucy Suchman (Suchman 1987b), who strongly argued against the 
book’s effort to create abstract models of human conversation. The critique was 
corroborated by her book Plans and Situated Actions (Suchman 1987a), which 
contained a revised version of her Ph.D. thesis. Plans and Situated Actions also had 
a very deep infl uence on the emerging fi eld of CSCW and, beyond that, it infl uenced 
the larger human–computer interaction community.

Many scholars read the two books as champions of two opposing perspectives: 
language-action, characterizing human conversations from the action viewpoint and 
proposing a new type of computer-based system, the Coordinator, to support the 
network of commitments the former creates; and situated action, emphasizing the 
irreducibility of human actions and interactions to any formalized model and 
arguing against the intrinsic authoritarian objective of building computer-based 
systems derived from those formal models.

Other scholars saw the two books as complementary as if they, together, indicated 
a new perspective to be criticized or discussed and further developed. Let me recall, 
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on this point, the paper by Vera and Simon (1993), which discussed both perspec-
tives in a radical critique of the situated action and cognition perspective.

The debate was reopened by Lucy Suchman in 1993 at the European Conference 
on CSCW in Milano, where she presented her reconsideration of the language-
action perspective. Suchman argued that human action is intrinsically situated, and 
that producing models of it leads to undue discipline when it is applied in practice. 
Her paper has been republished in the CSCW Journal (Suchman 1994), together 
with a reply by Terry Winograd (Winograd 1994) where he clarifi es the difference 
between formal, comprehensive models of behavior and formal structures used in 
communication and recording, and recalls that speech act theory, like any explicit 
accounting procedure, enforces a kind of uniformity that is necessary in any routin-
ized communication. Later, the CSCW Journal hosted a debate in which several 
scholars commented on the controversy.

My personal research trajectory has been deeply infl uenced by Understanding 
Computers and Cognition and in these twenty years I had several occasions to return 
to it and to the work of its authors (see, e.g., De Cindio et al. 1986; De Michelis 
1994; De Michelis and Grasso 1994), so it’s for me a pleasure and a challenge to 
review it, again.

Twenty years is enough time to look back at a book with new eyes, discriminat-
ing what is no longer of interest from that which remains relevant.

There are a few ideas whose time has passed. The speech acts classifi cation, pro-
posed by John R. Searle as a way to characterize the pragmatic dimension of the 
language experience (Searle 1969), has proven to be ineffective in classifying human 
utterances. While listening to what someone is saying, we can recognize in it an 
illocutionary point—but, if we recall that utterance again, we can attribute to it a 
different illocutionary point. That is, illocutionary points arise from the interpreta-
tion process by the listener and can’t be considered as an attribute of the utterance 
itself. If we attribute the illocutionary point to the utterance itself, we reify human 
communication, missing the creative role of listening and the fact that any utterance 
opens up innumerable interpretational possibilities. Even if some studies in artifi cial 
intelligence still make use of speech acts, and the scholars participating in the 
language-action conferences don’t see this point, I think that this part of the 
critique of Flores and Winograd’s work has been largely accepted.

The Coordinator, as a system supporting cooperative work, as well as its succes-
sor, Action Workfl ow, have been interesting prototypes. But although they allow us 
to understand the dynamics of human interaction within work processes, they have 
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become neither best-selling systems nor widely diffused standards in the larger 
domain of information systems. The Coordinator’s structuring of human commu-
nication, which assumes that utterances have a unique, unambiguous illocutionary 
point, just doesn’t produce more effective communication. And in the case of Action 
Workfl ow, although making commitments explicit helps to deal with breakdowns, 
it appears unnecessary when the action fl ows as expected. The discussion about their 
features has not resulted in any signifi cant new ideas that have come to be seen as 
part of the core knowledge of CSCW and HCI. Most of the younger scholars in these 
fi elds probably have had no occasion to see or study these systems.

Despite the fact that some key aspects of Understanding Computers and Cogni-
tion had only ephemeral or minor impact on the fi eld, many of its themes remain 
important. Let us consider a few of them.

Winograd and Flores dedicate one chapter of their book to hermeneutics, in 
particular to the contributions to it by Martin Heidegger and Georg Gadamer. In 
this chapter, they bring the reader to a new understanding of human experience and 
of the role of computers in it. It’s a radical shift from the dominant naive acceptance 
of a rationalistic and realistic approach to knowledge of modern science. Contrary 
to the common perception of computer work, they suggest that the design of 
computer-based applications must embody the relational and pragmatic under-
standing of human condition that emerged in twentieth-century European philoso-
phy. In no other scientifi c discipline, even when naive realism was discussed, had 
anyone proposed such a radical shift. In computer science, the widely diffused 
common understanding was, and still is, that science couldn’t possibly learn any-
thing from phenomenology and antirationalistic philosophies: Edward Feigenbaum, 
to cite just one example, once defi ned phenomenology as “cotton candy” (quoted 
in Mc Corduck 1979, p. 197). After the publication of Understanding Computers 
and Cognition, a growing number of researchers and designers in the areas of 
CSCW, ubiquitous computing, and interaction design have begun to study and 
discuss philosophers like Edmund Husserl, Martin Heidegger, Hans Georg Gadamer, 
Ludwig Wittgenstein, and Jean Luc Nancy. In these works, it is clear that ground-
ing the design of usable applications in a deep understanding of the human condi-
tion is not a superfi cial and transitory fashion.

The language-action perspective, characterizing the interplay of conversing with 
acting in human experience, opened a new horizon for the study of computer-based 
systems. If our experience gets its sense from the coupling of actions with conversa-
tions, then we must assume that all information is communication (Winograd 2006, 
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p. 72). The ideas of Austin (1962), retain, I think, their validity. Despite the weak-
ness of the classifi cation built on his ideas by John Searle, Austin has shown that 
the illocutionary point of any utterance links it with (future, present, and past) 
actions. Our conversations create the social space of our lives: as human beings, we 
are immersed in a network of commitments that defi ne our agendas. Even the situ-
ated action perspective must look, therefore, beyond the spatial context of human 
experience to its pragmatic dimension: the network of a person’s commitments is, 
in fact, the logical space from which her future derives its sense.

Another important idea in the book is that conversations, instead of messages or 
speech acts, are the atomic elements of communication. What a person says in a 
conversation makes reference to what has been said before and in fact is not under-
standable out of its conversational context. Systems that support human communi-
cation should, therefore, link all the messages within a conversation, so that users 
can easily situate any message or speech act within its context.

Finally, Understanding Computers and Cognition proposes a critique of artifi cial 
intelligence that goes beyond moralistic caveats and ill-founded prejudices about 
technology and offers new research terrains. It’s not the inadequacy of computers 
that condemns the most ambitious (and sometimes arrogant) artifi cial intelligence 
programs to failure; rather, it’s the irreducibility of human behavior to any model. 
We can’t develop a realistic simulation of human intelligence that isn’t embodied 
in a “living system,” but we can dedicate our efforts to create “intelligent” applica-
tions for systems that support situatedness.

The discussion about Understanding Computers and Cognition declined after the 
mid-1990s, but its infl uence has continued, as shown by two books—Paul Dourish’s 
Where the Action Is (Dourish 2001) and Claudio Ciborra’s The Labyrinths of 
Information (Ciborra 2002). Dourish proposes a phenomenological foundation for 
embodied interaction, offering new insights into the interplay between language and 
action. The book not only begins its presentation of embodied interaction by 
drawing on the contributions of Understanding Computers and Cognition, but 
continues in line with the theoretical style of that book, grounding its discourse on 
analysis and design of computer-based technologies in a careful reading of texts of 
the phenomenological/hermeneutical school of European philosophy.

Claudio Ciborra uses the customer–performer cycle, proposed for the fi rst time 
in Understanding Computers and Cognition and later developed in Action 
Workfl ow, to explain the Customer Relationship Management (CRM) strategy at 
IBM (where Flores and Winograd’s ideas were taken into account). He also pays 
tribute to them for inspiring him to study Heidegger’s philosophy.
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In conclusion, the greatest contribution that Terry Winograd and Fernando Flores 
have given to CSCW, HCI, and interaction design is that of proposing a new 
research style, bringing with it new insights into human relationships and the role 
of technologies. It combines direct observation of human behavior, avoiding any 
preconceptions or prejudices about it, with a careful reading of phenomenological 
and hermeneutical philosophy, providing a well-founded theoretical framework for 
understanding the relational nature of human experience.
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Austin Henderson
Pitney Bowes, Shelton, Connecticut, U.S.A.

L. Suchman, 1983: “Offi ce Procedures as Practical Action: Models of Work and 
System Design”

In the summer of 1965, I was a recent mathematics graduate doing contract pro-
gramming through IBM on the automation of the manufacturing operations of 
Avon Products outside Montreal. I was talking to a contract manager about whether 
the quantity of, say, perfume bottles outstanding on a contract could ever go nega-
tive. The systems department for whom I worked (the IT of the time) had declared 
it never would, and that I should not worry about it. Concerned that the world 
might be a little more complex than systems had noticed—or chosen to notice—I 
had found my way via the loading dock to the contracts department. John, the 
contract manager, then gave me at least fi ve reasons why we systems folk were naive 
to think that such a thing would never happen, and I indicated that I would take 
this news back to the systems department and build it into the program. At this 
point, John said something that changed my life: “Stop! Don’t build all that into 
the program. Tomorrow the world will come up with a sixth reason, and the day 
after another; you’ll never stay ahead of the world. Just make the program so the 
contract balance is allowed to go negative, but let me be able to adjust balances to 
match reality, and transfer quantities from one contract to another, to fi x things 
up.” Now, after forty years of experience and theorizing about building systems for 
people, what I hear John as having said was this: “Don’t try to make the program 
model the world; instead, make it into a tool that helps me do my work, including 
modeling the world however I want.”

By the early 1980s, I had found my way to Xerox PARC, and was surrounded 
by the aftermath of the fi rst stages of the PC revolution. Xerox had challenged 
PARC to fi gure out how computing could improve work in offi ces (the strategic 
form of “What does a digital copier look like?”). To address this, we now had 
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personal machines, connected by networks, supported by laser printers. However, 
almost everyone was acting in a way that I now see as very much like my systems 
friends at Avon. They were saying that because people in offi ces had to follow offi ce 
procedures, we should build tools that modeled the offi ce procedures and that would 
support people in following them. And besides, they felt, computers are good at 
following procedures, so that should make them well suited to the job.

I say “almost” everyone. I was aware that Lucy Suchman had been looking into 
the underlying assumption of what is meant by “following procedures.” I had also 
been working with Lucy in studying how people operate copiers, which involved 
following instructions. I was aware that Lucy had spent time in the summer of 1979 
with the people at PARC who dealt in offi ce procedures as a central part of their 
primary job, the folks on the third fl oor, the accounting offi ce. As at Avon, I was 
uncomfortable with the easy alignment of the senses of “following procedures.” We 
were seeing what that meant on copiers, so I knew there was a difference between 
what computers did and what people did in following procedures. And as everyone 
now knows, Lucy helped us all understand operating machines in a new way. I was 
very interested to see what Lucy would fi nd in the accounting offi ce.

And then I saw an early draft of a paper entitled “Offi ce Procedures as Practical 
Action: Models of Work and System Design” (Suchman 1983). I read it—with 
considerable diffi culty—and then read it again. I talked about it at PARC, and when 
it was published in 1983, I talked about it with anybody who would listen. And I 
have been talking about it ever since.

Lucy’s paper tells a story that clearly challenges the offi ce information systems 
view of procedures—and in very much the same way that John at Avon challenged 
the systems offi ce’s assumptions about contracts. The difference was that at Avon 
I had tripped over the problem. At Xerox, Lucy had gone looking for it, analyzed 
what she saw, and then developed a clear yet wonderfully nuanced account.

The issue was this: the action on the ground was different from the idealized view 
of the action held by the system’s builders. Lucy proposed that there were three 
different models of following procedures: the fi rst model was the computer scien-
tist’s view, where procedures are made up of instructions, the meaning of the 
instructions is crisp and well defi ned, a machine is built to act precisely according 
to that defi nition, and there is no room for, or interest in, any action other than 
exactly what the instructions are defi ned to mean. Made sense to me; I was a com-
puter scientist.

The second model was the manager’s view: here people carry out the instructions 
(processes, procedures), but because meanings are not precisely defi ned, the actions 
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that follow are the result of interpreting the instructions in the context of their work. 
People do what the instructions say, but some interpretation is needed so that the 
actions are appropriate to the circumstances. Made sense to me; I had created maps 
to my house with instructions, and heard people’s tales of woe about what happened 
when they tried to use them; I had watched people following the instructions for 
clearing jams in copiers and seen the resulting triumphs and disasters.

However, the third model was a complete surprise. In the accounting offi ce, Lucy 
found that the relationship between people’s actions and the procedures they were 
following was distinctly more indirect. She found that people were acting to create 
a record that showed that the offi ce procedure had been carried out. That record 
has to satisfy those who judge such records (managers, auditors, etc.) as a proxy 
for judging the activity. The procedure is linked to the action through the making 
of a record. In an offi ce, following procedures is about creating records!

As I said, understanding this took effort, because it was one level more indirect 
than I had been prepared for. And for that reason, over the years, as I give this 
paper to almost every person I work with and tell them to read it, I tell them they 
will have to work at it. If prepared to work hard, they are set up for a really won-
derful surprise. For rather than try to simply explain the matter, Lucy tells a detec-
tive story. It is the story of a single case of paying an invoice. The arrival of the 
invoice occasions an amazing amount of detective work on the part of the offi ce 
workers, in order to make sense of the world and the records as they fi nd them, 
and then alignment work, to bring the invoice into coordination with the world, 
the records, and the payment procedures. Lucy’s paper leads you through the expe-
rience of the worker. The worker is a detective. Something in the case is seriously 
wrong, but what? And what to do about it? I won’t spoil the story for you; go read 
it yourself.

In the end, from the paper I came to understand that the world is richer than our 
simple accounts like to tell. We hope things are simple; we try to press them into 
being simple by using words and concepts loosely—even metaphorically. But in fact 
things are much richer than that, and our stories better refl ect that fact. Because 
that richness is precisely what allows the world to change and grow and respond 
to new and diverse situations. You might be able to fool yourself into believing the 
simple story in a static and unchanging world, but such accounts will fall apart in 
the diverse, changing, open-ended world that we all really live in.

When you have understood that, you are in a position to start to address how 
computers might help. Because the actual activity of people “following” procedures 
in the real world is far from simple, it takes great care to make computers 
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supportive of real people following procedures. This is a message that needs to be 
carried to all those companies who make offi ce systems—either social or soft-
ware—and all those layers of experts—including the functional (e.g., HR, fi nance, 
service) and IT departments—who deploy offi ce systems in businesses. It is a 
message that needs to be carried to managers who have to get work done, and to 
the business process people who try to get all the kinks out of the processes so that 
all the actions of following procedures are without “defects.” It is a message that 
needs to be carried to those who make laws (e.g., Sarbanes-Oxley) that assume 
that companies get things done by making procedures and then “simply” following 
them. The message is that the actions of real people in carrying out procedures are 
much richer than their laws, or their management, or their systems currently 
embrace. The message is that we need to get real: real work is often done despite 
the system, not by way of it. There are millions of dollars and untold amounts of 
people’s time being wasted for lack of getting this right.

I also fi nd that Lucy’s third view of following procedures makes me cautious: 
following procedures is central to our work and to our stories of working and is 
generally regarded as pretty simple. Yet the understandings produced in Lucy’s 
paper are rich and, to me, surprising. If something as simple as following instruc-
tions isn’t so simple, what other naive assumptions am I making and, as a conse-
quence, using to build systems inappropriately? Where else am I still being the 
“systems guy” from Avon? Lucy’s story suggests that the role of systems may be 
even more richly related to work processes than I learned in 1965: systems are not 
a model by which controllers control the work, not a tool for helping the workers 
model their processes, but a workspace within which the work can be shaped, 
carried out, and refl ected on.

Over the years, I have shared Lucy’s paper with everyone I work with. There are 
three reasons for this: First, I am greatly concerned with the ways computers are 
deployed in supporting work and this paper directly addresses a root cause of that 
concern. I, and many others, have been fi ghting this battle for years. We believe 
that our systems are being built wrong, and that our management and lawmakers 
are working with inadequate and sometimes dangerous views of working and the 
world. Lucy helped us understand work better, and we have yet to make really good 
use of that understanding. It is about time we did so, and the paper helps make the 
case.

The second reason for sharing this paper is that it makes the day-to-day work of 
an anthropologist accessible. For in studying the accounting offi ce, Lucy too was 
doing detective work: she was trying to understand what the offi ce workers were 
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doing. If in the end they were solving problems, and making records, and aligning 
with procedures, then that is what Lucy needed to understand. Both detectives 
engage the same material—the offi ce workers to understand and take actions to 
make their world coherent, the anthropologist to understand what the offi ce workers 
have understood and to tell a story about it.

The third reason I share the paper is that, delightfully, Lucy accomplishes the 
telling of these two detective stories in the same account. And further, she does so 
by enabling you to be yet a third detective, struggling to have your own understand-
ings emerge as the story evolves. As participants you are engaged with Lucy in 
understanding what the offi ce workers are understanding about this payment; and 
as Lucy’s audience you are engaged in understanding what Lucy is coming to under-
stand about procedures. The paper gives us three aligned and dependent journeys 
of discovery.

So this great paper carries an important message about offi ce procedures and 
offi ce work, one that I think still needs to be learned today. And it provides a reveal-
ing glimpse into the practice of an anthropologist. And it delivers a damn good 
story, damn well told. I have profi ted by using this paper to powerfully deliver its 
important messages to adversaries and colleagues alike. And I have enjoyed reading 
its story for years. Thanks, Lucy, for telling it.
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In the period between 1993 and 1996, I was living a complicated, privileged, and 
very enjoyable intellectual life. I was technically on leave of absence from the Rank 
Xerox Research Centre in Cambridge, England, but I continued to spend much time 
there with an inspiring group of colleagues. My leave was to conduct research 
toward my Ph.D. in the Department of Computer Science at University College 
London (UCL), a second, equally engaging intellectual environment. Finally, I was 
also spending time at Xerox’s Palo Alto Research Center in Palo Alto, California 
(where I later worked full time.) At these three places, I was involved in a series of 
interrelated projects. At Cambridge, I had come to be deeply concerned with the 
nature of the relationship between technical and social phenomena in collaborative 
systems. At UCL, my Ph.D. work involved technological developments in support 
of this relationship, drawing particularly on work in computational refl ection, an 
approach that had most extensively been applied to programming language design, 
but which I was attempting to repurpose for collaborative system development. At 
PARC, these projects came together in a different confi guration, where a group of 
researchers assembled by Annette Adler were attempting to think about the relation-
ship between the technical and the social at an architectural level. One member of 
this group was Brian Cantwell Smith, who was circulating drafts of a book in 
progress, published in 1996 under the title “On the Origin of Objects.”

It is a rich and complex book, and marks a waypoint in a long-term intellectual 
project in which Smith has been engaged for several decades. The project is essen-
tially to understand what computational “stuff” is, in a way that both is philo-
sophically rigorous and does justice to the complex role that computational artifacts 
and processes have in our everyday lives. Of course, we have theories of computa-
tion, of which the Church-Turing account is the best known, but these fail to satisfy 
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Smith’s criteria. The lambda calculus or Turing machines fail to account, say, for 
Microsoft Word or World of Warcraft, not only because these systems are large 
and complex enough to become intractable within those formal structures, but also 
because the structure and meaning of those systems extends beyond the mathe-
matical world and into the physical and social as well.

Smith’s approach is part of the broader program in the philosophy of mind that 
undergirds much work in cognitive science, but his approach is a radically alterna-
tive one. Cognitivism rests on the claim that cognition is a computational process, 
so that cognitive function and behavior can be understood in computational terms, 
leading to a program that strives to understand how the computational features of 
cognition arise. This founders, Smith suggests, because we do not really have an 
understanding of what computation might be. In this book, he explores the meta-
physics of representation that provides a foundation for the broader enterprise; a 
new approach to intentionality that, in his words, “aims to steer a path between 
the Scylla of pure realism and the Charybdis of pure constructionism.”

The model that emerges is one of intentional reference as a mutual achievement 
of subject and object, one that must be continually maintained and supported. 
It is a highly contingent form of intentionality, but indeed, as he shows, this 
very contingency—the fl ex or play in representational practice—is critical to its 
effectiveness.

Now as then, my work in HCI lies at the intersection of computer science and 
social science. Computation appears in Smith’s book primarily in its motivation; 
and the social, while implicit throughout, rarely appears explicitly. Nonetheless, in 
rereading Objects lately along with a group of my students, I was struck by the 
extent to which, in both its content and approach, its infl uence on my own subse-
quent work has been profound. Let me draw attention here to three consider-
ations—one methodological, and two substantive—that I draw from Smith but that 
remain central in my research.

The fi rst methodological concern is simply that the sort of foundational inquiry 
that Smith conducts is not just feasible but consequential and necessary. HCI is 
typically approached as a practical matter, but in its constitution of both the objects 
and subjects of interaction, it relies on a range of philosophical and epistemological 
commitments that we rarely subject to much scrutiny. This is not simply a matter 
of theoretical hygiene, although that is important; it also affects both what we think 
the subject matter of HCI might be, and under what auspices we might form a range 
of disciplinary alliances to conduct that work. Interactive system design is, after 
all, a process of theorizing about social life, expectations, needs, and activities; 
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understanding just what commitments are caught up in those, and in the relation-
ship between empirical investigation and technological representation, is of para-
mount importance. Objects provides a telling example of the importance of taking 
foundations seriously, and a model of how to do so productively.

The fi rst substantive concern is one of the key themes of the book—that active 
work is required to maintain the alignments of intentional structures with their 
referents. In looking for a middle ground between naive realism and pure construc-
tionism, Smith outlines a model of intentionality in which the intentional relation-
ship requires the active participation of both parties. In doing so, he also provides 
an important account of computational reference as an intersubjective experience. 
Computer systems are thoroughly intentional phenomena; representational from the 
metaphors of the user interface to the imposition of one and zero as an account of 
the world of continuous voltage. By focusing on representational practice as a 
process not of mechanical translation but of continuous and precarious alignment, 
Smith places the intentional subject fi rmly in the picture. Representational practice 
depends on a form of manufactured complicity between subject and object.

In my own work, which depends on seeing computational artifacts not only as 
technological objects but also as sites of social and cultural production, this turn to 
the active maintenance of a representational relationship is a critical one. This view 
underwrites a shift away from thinking simply about the social “impact” of tech-
nologies and toward thinking, instead, about how people produce and enact cultural 
phenomena by means of information technology. In recent work, for example, I 
have been thinking about privacy not as something that people have, but as some-
thing that people do; the patterns by which people share, attend to, and orient to 
objects and activities as informative is a way that the social organization of groups 
is produced. The ways in which information is shared, produce and demonstrate 
social ties; the ways in which secrets are mutually recognized are means by which 
cultural values and meanings are reproduced.

The second substantive issue that I want to note here is the importance that Smith 
places on fl ex, slop, and play, and the fact that this fl exibility in how systems of 
reference operate is critical to their success. To draw on one of his examples, imagine 
a computer system (or a paper ledger) in which numbers are presented twice in 
order to detect accidental errors. From one perspective, the multiple representations 
of the “same” number are intentionally linked; they represent the same thing. From 
another, though, the effectiveness of the system as a means to detect errors depends 
on their being disconnected; if the two numbers were so tightly linked that a spon-
taneous error in one of them caused the other to change too, then the power of the 
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double-entry system would be lost. Making representations effective requires some 
fl exibility in how we manage the boundaries of the categories and the effective reach 
of representations. Again, this speaks to the work involved in maintaining alignment 
between representations and the world, but it also speaks to the importance of fl ex-
ibility in the creation of new forms of representational practice and the emergence 
of meaning in situations that are structured not just technically but also socially. It 
turns our attention away from a mechanistic account of representation and meaning 
and toward an account that is inherently open, subject to interpretation and rein-
terpretation, in which meaning is always contingent, partial, and bounded. Our 
ability to work within a system of partial connection and disconnection is funda-
mental. This insight is central to the account of coupling in embodied interaction 
as developed in Where the Action Is (Dourish 2001).

Smith’s concern is with computation both as a phenomenon to be unpacked and 
as a site at which to reimagine metaphysical problems. Computation is only tan-
gentially his topic in Objects (although it takes up a much more central role in the 
follow-on work to which he teasingly alludes several times in the course of the 
book). Human–computer interaction is not a topic of his direct attention at all. 
Nonetheless, whenever I return to Objects, I am struck anew by the relevance of 
the arguments, and by the profound impact it has had on my own work, in many 
ways.1

Note

1. I owe a great deal to those people with whom I have read Smith’s book and whose under-
standings have helped to shape mine: fi rst at PARC: Annette Adler, Austin Henderson, David 
Levy, Gene McDaniel, Bob Printis, and Vijay Saraswat; later at Apple: Dave Curbow, Tom 
Erickson, Jed Harris, and Austin Henderson again; and most recently at UC Irvine: Johanna 
Brewer, Judy Chen, Paul DiGioia, Mads Ingstrup, Carolina Johansson, Charlotte Lee, David 
Nguyen, Jennifer Rode, and Amanda Williams. Not to mention Brian himself.
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