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PREFACE 
 
 
There is no color without light, nor is there color perception without a sensory organ and 

brain to process visual input. This book discusses the complex impact of color action on the 
organism. It is shown that the perception of color depends on the action of irritants on other 
sensor systems and, vice versa, the action of color may exert exciting or inhibiting influence 
on the perception of sounds or smells. The mechanism of increasing realism of colored 
images is also discussed, as well as the epistemic role of color. Furthermore, this book 
examines whether there exist very large individual differences in the perception of color, and 
if so how these differences manifest themselves. Other chapters in this book discuss the role 
of visual processing in the regulation of adaptive behaviors, a review of image denoising, and 
the role of color in psychological functioning (i.e., the unconscious associations people have 
with color that could act as possible confounds). 

Chapter 1 - In order to investigate a possible role of visual processing in regulation of 
adaptive behaviors, two behavioral experiments using color stimulus were performed. In the 
first experiment, hemispheric asymmetry of color processing was investigated by measuring 
reaction time to a stimulus presented either in the left or the right visual field responded by 
ipsilateral hand. The simple reaction time was shorter to a color stimulus presented in the 
right hemisphere in the right-handed participants, while no hemispheric asymmetry was 
found in color discrimination reaction time without verbal cues. In the second experiment, a 
modulatory effect of color on sensory-motor interaction was investigated using a prepulse 
modulation task. Amplitude of a startle eyeblink response elicited by an air-puff to the cornea 
was significantly inhibited by a shortly (100 ms) preceding color prepulse. A different 
amount of the inhibition was induced by different color prepulses. Yellow was more effective 
as compared to a blue prepulse. Although the exact neuronal pathways underlying the 
prepulse inhibition of the corneal blink response is not determined, a top-down pathway from 
the cortex to the brainstem nuclei via the amygdala seems to be involved in the sensory-motor 
interaction. The descending pathway seems to play a role in modulation of the startle 
responses. From these findings combined with other studies, a dual processing hypothesis of 
visual inputs will be proposed, where physical features of the stimulus are processed in the 
cerebral cortex with consciousness, while the psychological and biological meanings are 
processed mainly in the limbic system without consciousness. Traditionally, it was thought 
that these two processes are in series, while in the present model these processes are in 
parallel, in addition to the serial processing. Visual inputs are conveyed to the limbic system 
via the indirect cortical and the direct subcortical pathways. The cortical pathway further 
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divided into two routs; one is from the inferotemporal cortex and the other is from the 
posterior parietal association cortex through the pulvinar nucleus of the thalamus.  

Chapter 2 - There are two basic approaches to studying color: one of them considers the 
issue of the physical reasons of color, the other investigates color perception. According to 
the first, color is not an objective physical entity; the second approach has many experimental 
evidences of color influence on human organism, for example, changes of the emotional 
condition, blood pressure, accuracy of perception, etc. The considered question can be 
formulated as follows: how color, being a sign without a referent, can make a real impact on 
the organism? A working hypothesis is that color is a non-conventional objective sign. This 
hypothesis will be subjected to critical analysis from the point of view of psychology of 
development in order to ascertain whether the sign properties of color are innate or are 
formed by the influence of culture. Another topic is a role of color in the world cognition. 
This question was usually considered from the point of view of direct influence on the 
increase of the visual recognition accuracy. We will investigate a question of indirect 
influence of color by means of pre-setting of the nervous system to perception; this is possible 
thanks to the system character of perception. 

Chapter 3 - There is no colour without light, nor is there colour perception without a 
sensory organ and a brain to process visual input. This chapter first reviews how the colour of 
objects is produced.  Most commonly, this depends on so-called pigments, the molecular 
nature of which provokes strong absorption of part of the incident light falling on an object. 
Colour can also be produced by optical phenomena such as refraction, dispersion, interference 
or diffraction from ordered structures within objects. A wide variety of photonic 
microstructures are known in the living world and specific examples will be described in 
mammals, birds, fish and insects. Some of these structures reflect light in the near ultraviolet 
spectral region, particularly pertinent for certain birds, insects and fish which are sensitive to 
these wavelengths. A detailed account of a particularly elaborate structure present in the king 
penguin beak will be given to illustrate the extent to which evolutionary pressure leads to the 
elaboration of such structures to satisfy specific needs of birds or animals. Subsequently, the 
perception of colour in man and animals and its biological significance is dealt with. For man, 
this will include a discussion of the symbolic meaning of different colours. In many species, 
especially birds, the colours of plumage and parts of the skin have an important survival 
function. Such biological colourations may fulfil the role of ornaments that determine mate 
choice and reproduction of the species, or signal good health, allowing individuals to secure 
and maintain territorial dominance. Colour perception may also have an underlying survival 
function in man, but more complex explanations are needed to relate perception to such a 
function. The colour of an object in the visual field is known to determine the way in which 
humans perceive relations between objects and their background, particularly which objects 
appear nearer. This suggests that colour perception is important in processing information 
about the physical structure of the world. The colour red plays an important role in this 
process, since it drives mechanisms of visual selection which attract attention to, or away 
from, objects in the visual field. Psychophysical studies of colour perception in both animals 
and man help to understand these complex processes. Finally, colour perception in man may 
contribute either to rewarding psychological sensations of warmth, comfort and safety or to 
aversive sensations of coldness and discomfort, sensations which can strongly influence 
individuals in their daily social interactions. 
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Chapter 4 - Since the formulation of the Young-Helmholtz chromatic theory in the 19th 
century, it has generally been accepted that human colour vision is trivariant, i.e., it is 
possible to match any colour stimulus by mixing three primary stimuli in appropriate 
proportions.  This resulted in the definition by the International Commission on Illumination 
in 1931 of the standard colorimetric observer for fields of 2° only three years after the 
definition of the standard photometric observer known as the Vλ luminous efficiency 
curve.Much progress has been made in the knowledge of colour vision since then, in such 
fields as physics, physiology, genetics, biochemistry, neuroscience, and psychology.  That is 
why it is perhaps the time to raise our level of exigency a step when it comes to 
characterizing a chromatic observer.  The question we should ask ourselves is not whether 
that figure of the standard colorimetric observer represents the average of the population, 
because this can indeed be done with successive corrections.  Rather it is whether there exist 
very large individual differences in the perception of colour, and if so how these differences 
manifest themselves.  This is of course apart from observers characterized as defective.In this 
chapter, we review the state-of-the-art in this field, and present our own latest research results 
concerning this question. 

Chapter 5 - Classically, different physical attributes of the visual stimulus were thought to 
be solved in parallel by interdependent neuronal populations conveying information from the 
retina to the parietal and temporal cortical areas.  According to this assumption, while 
neurons in the dorsal areas of the visual system were mainly related to the analysis of motion 
and spatial information, those located at the more ventral positions were mostly associated to 
shape and color processing. However, although this functional segregation between visual 
areas has been supported for several decades, there is also strong experimental evidence 
suggesting an alternative task-driven view of the visual system. According to this more recent 
perspective, neuronal responses in cortical visual areas can be simultaneously dependent on 
more than one single visual attribute. As far as color perception plays a central role in visual 
recognition, it could be assumed that color-sensitive neurons would be also involved in the 
analysis of some other critical visual attributes. In agreement with this idea, it has been shown 
that V1 double opponent cells respond to edges defined not only by chromatic and luminance 
differences, but also by the orientation of their receptive fields. Furthermore, results from 
many electrophysiological and neuroimaging studies have also demonstrated that color-
sensitive neurons in V2 and V3, modulate their responses depending on diverse physical 
attributes of the stimulus such as the stimulus direction, orientation, luminance and shape, 
revealing the simultaneous  contribution of magno- and parvocellular inputs from the Lateral 
Geniculate Nucleus (LGN) at different levels of the visual system. At higher visual areas, 
several authors have reported the existence of multi-sensitive neurons. Middle Temporal 
(MT) neurons, in the dorsal stream, are sensitive to motion spots defined by single or 
combined changes in texture and color. In the ventral stream, responses to both, color and 
orientation have been described in V4 and the inferotemporal cortex. Additionally, results 
from several studies blocking the magno- and parvocellular projections from the LGN to V4 
have shown that these two channels can simultaneously contribute to neuronal responses at 
this level of processing. All these data evidence that even sharply-color-tuned neurons can 
show color-related responses modulated by many other visual attributes.  

Chapter 6 – Colour composition divides colours into two types: unitary and binary 
colours. Colours which are not composed are said to be “unique” or “unitary” colours, 
whereas composed colours are always binary. Colour composition and the distinction 
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between unitary and binary colours have played a major role in colour science and in the 
philosophy of colours. They have for example been invoked to introduce opponent-processes 
in the mechanisms underlying colour vision and have been used to criticize philosophers who 
defend a physicalist view on the nature of colours. Most philosophical or scientific theories 
suppose that colour composition judgments refer to the way colours appear to us. The 
dominant view is therefore phenomenalist in the sense that colour composition is 
phenomenally given to perceivers. This paper argues that there is no evidence for a 
phenomenalist view of colour composition and that a conventionalist approach should be 
favoured. 

Chapter 7 – Image restoration has been a classical and significant topic of image 
processing, which refers to the techniques to reconstruct or recover an image from distortion 
(e.g. motion blur and noise) in different applications, such as satellite imaging, medical 
imaging, astronomical imaging, and family portraits. For motion blur, image deblurring 
techniques are used to estimate the actual blurring function and “undo” the blur to restore the 
original image. In cases where the image is corrupted by noise, image denoising methods are 
employed to compensate for the degradation the noise caused. In the past two decades, image 
denoising has been a fundamental and active research topic and widely used as a key step in a 
variety of image processing and computer vision applications, such as image segmentation, 
compression, object recognition, and tracking. This chapter focuses on image denoising, 
specifically for color image denoising and the application to color photo denoising. 

Chapter 8 – Psychology is a discipline that prides itself on being an empirical science.  
As such, rigorous statistical and methodological controls must be used to ensure the validity 
of every result.  Ostensibly, each submission for publication is peer reviewed, and needs to be 
replicated by other scientists in other locations to confirm or disconfirm the results.  This is 
how a scientific discipline must operate if it wishes to produce meaningful, accurate results.  
When a discipline strays from these procedures, it leaves itself open to criticism and more 
importantly, to the possibility of inaccurate or misleading conclusions.  All research needs to 
ascribe to these standards, regardless of how time consuming, inefficient, or difficult they 
may be. 

One area of research that has failed to live up to these standards is the study of color and 
psychological functioning.  The aesthetic property of color may at first consideration make it 
seem like a trivial topic for study, but recent research indicates exactly the opposite.  Color 
has been shown to influence affect, cognition, and behavior.  The degree and type of 
influence has varied from study to study, some more psychologically consequential (e.g. color 
and performance) than others (e.g. shoe color preference).  None of these results, however, 
can be considered valid if they fail to live up the methodological rigors of science.  

An in depth examination of the color research of the past and present makes it clear that 
most of the work fails to meet scientific standards.  Too many studies have failed to take into 
account the three basic properties of color.  Others have failed to consider the unconscious 
associations people have with color that could act as possible confounds.  Stated differently, 
color used in an experiment may affect the experiment’s dependent variable in unwanted and 
unaccounted for ways.  In either case, it is impossible to draw meaningful conclusions from 
these studies, as their results could be due to any number of variables.  This is the primary 
argument that will be made throughout this chapter.  The aim is not to criticize or demean the 
existing research or researchers.  Rather, it is hoped that this analysis will lead to more 
systematic, scientifically valid empirical work on color psychology. By learning about and 
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avoiding the mistakes documented in this chapter, researchers will be able to meaningfully 
add to the growing body of work in on color psychology.  

Chapter 9 - Carotenoids are widely used in aquaculture to achieve natural coloring of 
salmon flesh, improvement of trade quality (color) of sea urchin roe and in aquaculture of 
Crustaceans.For salmon, it has been found, that the relationship between pigment content and 
color parameters is complex and nonlinear. Nevertheless, there is an evident correlation 
between the total concentration of carotenoids (mainly astaxanthin) and the red, most valued 
by consumers, color of a muscular tissue of salmon (i.e. the higher the pigment content the 
better). Assimilation of carotenoids in salmon usually does not exceed 10-15 per cent, and 
cost of astaxanthin makes up about 6-8 % from the cost of filleted fish. Thus, researches in 
this field are directed on improvement of feed composition increasing of carotenoid 
assimilation and search of new sources of these pigments; optimization of processing and 
storage conditions of production, allowing keeping natural color. Ability to reach desirable 
color of roe is crucial condition for commercial echinoculture. A number of studies were 
devoted to developing of composition of artificial feed giving desirable color characteristics. 
Considering macroalgae, the best results have been reached with species of Laminaria, Alaria, 
Palmaria, and Ulva. It has been proved great significance of carotenoids as essential 
micronutrients for sea urchin aquaculture. A promising source of carotenoids in aquaculture 
may be microalga Duneliella salina. Carotenoid content correlates with redness of the gonads, 
but unlike salmon, for sea urchins there is a certain optimum of the pigment concentrations in 
gonads, excess or, on the contrary, lack of the pigments lead to falling into less desirable for 
customers color grades. 

Chapter 10 - A common problem among social scientists who group all members of a 
race/ethnicity together is that they assume that all of the life experiences of those individuals 
are the same, and thereby, overlook the prevalence of heterogeneity within ethnicities.  One 
such example is a global phenomenon present in all cultures where there is skin tone 
variation—colorism.  This longstanding ideology which suggests preference within ethnic 
groups is closely linked with skin color is often ignored.  Recent research, however, has 
found that among Blacks, lighter skin has major implications in the job selection process—
where one is better off if he/she is lighter-skinned. Due to issues of attractiveness and general 
levels of comfort, individuals tend to feel a lighter-skinned black is more competent or less 
threatening, respectively.  Though many companies are now concentrating efforts on 
enhancing diversity—with race being one of the primary focuses—one has to wonder if these 
“advancements” in diversity are resulting in more lighter-skinned Blacks being hired over 
their equally-qualified darker-skinned counterparts.  This research commentary intends to 
look broadly at the executive boards of corporate America to investigate if this 
“lopsidedness” is indeed present.  It is expected that greater numbers of light-skinned Blacks 
will be found in these positions, which will support prior research and illustrate the need for 
greater discussion and future research regarding this very issue. 

Short Communication 1 - In outer space habitats, where the weightlessness and isolation 
deeply influence human life, color perception, processing and reaction to color are subjects 
for analysis in Human Factors investigation. The “µgOrienting” project aims to improve the 
life quality in outer space by research on colors and other visual stimuli. 

Short Communication 2 - In microgravity under weightlessness conditions, where ‘Up’ 
and ‘Down’ have no meaning, orientation is of primary importance. Instinctual reactions to 
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color and symbols are investigated in the WIUD experiment to help implement Up and Down 
orientation in Outer Space Habitats. 
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Chapter 1 
 
 
 

CORTICAL AND SUBCORTICAL PROCESSING 
OF COLOR: A DUAL PROCESSING  

MODEL OF VISUAL INPUTS 
 
 

Hitoshi Sasaki  
Department of Physiology and Biosignaling, Osaka University  

Graduate School of Medicine, Yamadaoka, Japan 
 
 

ABSTRACT 
 

In order to investigate a possible role of visual processing in regulation of adaptive 
behaviors, two behavioral experiments using color stimulus were performed. In the first 
experiment, hemispheric asymmetry of color processing was investigated by measuring 
reaction time to a stimulus presented either in the left or the right visual field responded 
by ipsilateral hand. The simple reaction time was shorter to a color stimulus presented in 
the right hemisphere in the right-handed participants, while no hemispheric asymmetry 
was found in color discrimination reaction time without verbal cues. In the second 
experiment, a modulatory effect of color on sensory-motor interaction was investigated 
using a prepulse modulation task. Amplitude of a startle eyeblink response elicited by an 
air-puff to the cornea was significantly inhibited by a shortly (100 ms) preceding color 
prepulse. A different amount of the inhibition was induced by different color prepulses. 
Yellow was more effective as compared to a blue prepulse. Although the exact neuronal 
pathways underlying the prepulse inhibition of the corneal blink response is not 
determined, a top-down pathway from the cortex to the brainstem nuclei via the 
amygdala seems to be involved in the sensory-motor interaction. The descending 
pathway seems to play a role in modulation of the startle responses. From these findings 
combined with other studies, a dual processing hypothesis of visual inputs will be 
proposed, where physical features of the stimulus are processed in the cerebral cortex 
with consciousness, while the psychological and biological meanings are processed 
mainly in the limbic system without consciousness. Traditionally, it was thought that 
these two processes are in series, while in the present model these processes are in 
parallel, in addition to the serial processing. Visual inputs are conveyed to the limbic 
system via the indirect cortical and the direct subcortical pathways. The cortical pathway 
further divided into two routs; one is from the inferotemporal cortex and the other is from 
the posterior parietal association cortex through the pulvinar nucleus of the thalamus.  
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1. INTRODUCTION 
 
Color is one of attributes of an object. However, color does not belong to the object itself, 

but is produced in the organism that receives it. Indeed, sight of mono- or dichromatic 
observers is so different from normal trichromatic sight. It is well known that a black and 
white stimulus can produce color sensation if it is presented in a certain spatio-temporal 
arrangement. Benham top is a famous example showing that color does not belong to the 
physical object itself, but depends on physiological and psychological events, which are 
produced in the visual system (Newton, 1672). 

Color processing is a function of the visual cortex (Zeki, 1991; Corbetta et al., 1991; De 
Valois and De Valois, 1993; Ungerleider and Haxby, 1994). However, little is known about 
the hemispheric difference of the color processing. Moreover, there are few studies that 
examined functional meanings of color information. In the present study, two experiments 
were undertaken to answer these questions; one examined the hemispheric dominance of 
color processing, and the other examined the effect of color on modulating a startle reflex in 
normal human subjects. 

Results of these experiments will clearly demonstrate that the right hemisphere has 
superiority in color detection in right-handed participants, and that color information 
modulates a startle reflex by a subcortical pathway to the brain stem, presumably via the 
limbic system. From these results and related findings, I propose a new hypothesis that the 
sensory inputs, in general, are analyzed and processed in two evolutionary different systems 
(limbic and neocortex) to elicit adaptive behaviors to maintain homeostasis of the organism. 
A visual stimulus, including color, is processed in two systems in parallel; one is a modality 
specific visual system and the other is a non-specific limbic system. In detail, local physical 
features of the stimulus are processed in the former system with consciousness, while the 
global psychological and biological meanings are processed mainly in the latter system 
without consciousness. 

These two systems are in parallel in nature, with some interactions, and the outputs of the 
former system are transferred to the latter system. 

 
 

2. EXPERIMENT 1: HEMISPHERIC ASYMMETRY 
IN COLOR PROCESSING 

 
2.1. Background 

 
2.1.1. Anatomical Asymmetry of Brain 

Bilateral asymmetries have been found in the human brain—larger right than left 
prefrontal and larger left than right occipital lobe volume (Foundas et al., 2003). Asymmetry 
has been also reported in several subcortical structures. Amygdalar and hippocampal volume 
measurements indicate a right-greater-than-left asymmetry for right-handed normal 
participants (Jack et al., 1989; Szabo et al., 2001). These structural asymmetries suggest 
functional lateralization of various cerebral functions. 
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2.1.2. Hemispheric Lateralization of Cerebral Functions 
It has been suggested that the left hemisphere plays an important role in linguistic and 

higher order cognitive processes, such as self recognition (McFie et al., 1950; Conway et al., 
1999; Turk et al., 2002), whereas the right hemisphere is responsible for visuospatical 
perception and facial recognition (Kimura, 1969; Gazzaniga and LeDoux, 1978; Sergent et 
al., 1992; Haxby et al., 1994; Kanwisher et al., 1997; Barton et al., 2002; Corballis, 2003). 

Several researchers have postulated lateralized function to each hemisphere. The right-
hemisphere functions were referred to as "visuospatial," or "constructional" (Sperry, 1982). It 
has also suggested that the right hemisphere is specialized for the analysis of global-level 
information, and serves as an anomaly detector, while the left hemisphere tends to create a 
"story" to make sense of the incongruities (Ramachandran, 1998; Smith et al, 2002). Levy 
(1969) studied an organizational differentiation of the hemispheres for perceptual and 
cognitive functions and supposed that the left hemisphere is specialized for analytic and the 
right hemisphere is specialized for integrative processing. In addition, the left hemisphere is 
specific in logical processing, while the right one has superiority in emotion, music and 
holistic processing (Levy, 1969; Ladavas et al., 1984; Magnani et al., 1984; Patel et al., 
1998). Little is known, however, about hemispheric asymmetry in color processing. In the 
first experiment we examined the hemispheric lateralization of color processing. 

 
2.1.3. Hemispheric Asymmetry Using Reaction Time  

Lateralized function in the cerebral hemisphere has been studied by using several 
methods, such as a same-different comparison task (Hannay, 1979), a list-learning procedure 
(Berry, 1990), tachistoscopic presentation (Malone and Hannay, 1978) and reaction time 
(Davidoff, 1976). These different methods reveal the different features of the cerebral 
function. However, the input information presented to either one of the hemispheres 
immediately transfers to the other hemisphere via the commisure fibers. The interhemispheric 
transfer time is estimated from 2 to 6 ms (Poffenberger, 1912; Berlucchi et al., 1971; 
Brizzolara et al., 1994; Brysbaert, 1994). Therefore, in order to detect a difference in the 
processing time between two hemispheres, a method with high time resolution should be 
used. The reaction time task has an advantage that it is sensitive to analyze the difference in 
time for information processing in the hemispheres. 

 
2.1.4. Reaction Time Task Based Upon Double Crossed Projections 

The optic nerve fibers originating from the nasal retina project to the contralateral visual 
cortex, while the others from the temporal retina project to the ipsilateral visual cortex, and 
the right motor cortex innervates the left hand and the left one innervates the right hand. 
Hemispheric dominance in color processing can be evaluated by using a reaction time task 
based upon these double crossed projections of the visual and pyramidal pathways features in 
human participants (Poffenberger, 1912; Berlucchi et al., 1971). 
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2.2. Experiment 1-1: Reaction Time Difference by Dominant  
and Non-Dominant Hands 

 
2.2.1. Purpose 

Hemispheric asymmetry can be evaluated based on the difference in reaction times to 
lateralized stimuli presented either in the left or the right visual field, and responded by the 
ipsilateral hand (Fig.1). The first experiment was designed to evaluate a difference of reaction 
times between the dominant and non-dominant hands using achromatic targets presented at 
the center of the visual field. The results of this experiment will serve as a control for 
difference of reaction time by different hand. 

 

 

Figure 1. Schematic representation of experimental conditions used in Experiment 1. Reaction time was 
measured to a target presented in the right visual field by the right hand (R-R, left hemisphere) or the 
left visual field by the left hand (L-L, right hemisphere). 

2.2.2. Methods 
2.2.2.1. Participants 

Ten right-handed undergraduate students (3 males and 7 females) with normal or 
corrected normal vision (mean age 19.5 years, SD 2.7) participated in the first experiment. 
Most of the participants were selected from ten groups of eight subjects each in a preliminary 
experiment, because they showed the smallest variability and the shortest reaction time in 
each group. In the preliminary experiment, thirteen simple reaction times to color stimuli 
(either red, green, blue or yellow) presented at the center of a cathode ray tube (CRT) display 
were recorded. No ‘ready’ signal was used in the preliminary experiment. All the participants 
were naive to this kind of behavioral experiment and the experiments were performed with 
the consent of each participant.  
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2.2.2.2. Apparatus 
An achromatic solid circle with a diameter of 2 deg (x = 0.283, y = 0.320, CIE) was 

presented on a CRT display (Panasonic TX-D7P35-J, Japan, with a resolution of 800 x 600 
dots at 60 Hz, 9300K). The luminous intensity of the target was 12, 14, or 18 cd/m2 with a 
uniform gray background of 10 cd/m2. The CRT display was placed at a distance of 57 cm 
from the participant’s eye. All the visual stimuli were generated using a graphic generator 
(VSG Series Three, Cambridge Research Systems Ltd., England). 

Reaction time was measured using a programmable logic controller (Keyence KV24AT, 
Japan). The experiments were automatically controlled by a computer (Power Macintosh 
7300/180, Apple), using a hand-made program (HyperCard, Apple) and a serial/parallel 
interface. 

Electro-oculogram (EOG) was recorded from two small electrodes with a diameter of 5 
mm placed 2 cm above or below the lateral edges of right and left eyes. The signal was 
amplified with a time constant of 1.5 sec and with a high-cut filter at 60 Hz (Nihon Kohden, 
EEG-4316, Japan) and was recorded on a computer (Power Macintosh 7100/80AV, Apple) 
after being digitized at 400 Hz (MacLab, AD Instruments, Australia). If the amplitude of 
EOG exceeded 50 µV, which corresponded to an eye-movement of 3 deg in the visual angle, 
or if an eye blink occurred at the time of stimulus presentation, the trial was omitted from 
later analysis. In addition, trials with reaction times longer than 400 ms were omitted from 
later analysis. Thus about 10 % of the trials were omitted as error trials.  

 
2.2.2.3. Procedures 

Participants were seated in a sound-attenuated chamber, facing the CRT display. The 
participant’s head was loosely restrained by using a chin rest, and the participant was asked to 
fixate at a small cross (0.5 deg, 0.5 deg) at the center of the CRT. An auditory ‘ready’ signal 
preceded the onset of the target stimulus by 1-4 sec (mean 2.5 sec), and the delays were 
delivered in a quasi-random order (Fig. 2). 

 

 

Figure 2. Schematic illustration of the time schedule for Experiment 1-1. A trial started with an auditory 
ready signal preceding 1-4 sec with a mean of 2.5 sec. A target was presented for 0.5 sec at the center 
of the CRT, where a small cross was presented as a fixation point. A total of 15 trials were performed 
with an intertrial interval of 10-20 sec with a mean of 15 sec. The target was a gray circle with a 
diameter of 2 deg at either12, 14 or 18 cd/m2 with a gray background of 10 cd/m2. 
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Two blocks of experiments were performed with an inter-block interval of about 5 min. 
In each block, participants were required to press the key as quickly as possible to each 
stimulus presented at the center of visual field (Fig. 3). Before starting each block, 
participants were instructed which hand to use and the order of hands used were randomized 
among the participants. Each block consisted of 15 trials with a randomized intertrial interval 
of 15 sec ranging from 10 sec to 20 sec. The median reaction time was calculated for each 
block for each participant. The mean value was then obtained for each condition (right or left 
hand). 
 

Tr 1

Tr2

Tr3

Tr15

Block-A: CVF

Respons: L-Hand

Block-B: CVF

Respons: R-Hand

Tr 1

Tr2

Tr3

Tr15Stimulus:  achromatic 

 at 12, 14 or 18 cd/m2

 

Figure 3. Schematic drawing of the procedure for Experiment 1-1. Two blocks, each consisting of 15 
trials, were performed, using three different luminance stimuli (12, 14 or 18 cd/m2) each for 5 trials. For 
both block-A and block-B, target was presented at the center of visual field (CVF). Response was made 
by the left hand (L-Hand) for block-A, and by the right hand (R-Hand) for block-B, respectively. Order 
of the blocks was randomized for each individual. Which block was performed had been informed 
before starting each block. 

2.2.3. Results 
There was no significant difference between the reaction times by the dominant (right) 

and non-dominant (left) hands (Fig. 4). Figure 5 shows reaction times by the dominant and 
non-dominant hands to three target luminance (12, 14 and 18 cd/m2). Reaction time decreased 
gradually as a function of stimulus intensity. For both dominant and non-dominant hands, 
however, there was no significant difference between the reaction times of the right and left 
hands in any luminance condition. Similar results were obtained for the mean of these three 
luminance conditions, shown at the extreme right column in Fig. 2 (12-18 cd/m2). Statistical 
analysis using analysis of variance (ANOVA) showed that only the effect of luminance was 
significant (F(2,18) = 5.854, p < 0.01), and both the effect of hands and the interaction 
between these two factors were not significant (F(1,9) = 0.019, N.S., F(2,18) = 0.550, N.S., 
respectively).  

 
2.2.4.Discussion 

The results of Experiment 1-1 show that the dominant hand has no advantage over the 
non-dominant hand for the simple reaction time task, in which triggering simple hand-
movement-initiation is required. This finding is well consistent with previous studies (Hayes 
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and Halpin, 1978; Annett and Annett, 1979; Adam and Vegge, 1991), thus confirming the 
validity of the present experimental procedures. The time required for the response selection 
and/or the motor control processes, which can be assumed to exist between stimulus 
presentation and the response (Schmidt and Lee, 1998), were also suggested to be similar 
between the reaction times by the dominant and non-dominant hands. This means that no 
correction is required when comparing reaction times by the dominant and non-dominant 
hands in the following experiments. 

 

 

Figure 4. Simple reaction time by right (R, dominant) or left (L, non-dominant) hand to achromatic 
targets presented at the center of visual field in 10 right-handed participants. There was no significant 
difference between reaction times by dominant and non-dominant hands. Mean with SE. 

 

 

Figure 5. Simple reaction time by the right hand (R, dominant) or the left hand (L, non-dominant) to 
achromatic stimulus presented at the center of visual field in 10 right-handed participants. Means of 
median reaction time (mean with SE) were plotted against luminance of stimulus. There was no 
significant (N.S.) difference between reaction times by dominant and non-dominant hands to visual 
stimuli in each luminance level (12, 14, and 18 cd/m2). 
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2.3. Experiment 1-2: Hemispheric Asymmetry of Color Detection in Right-
Handed Individuals 

 
2.3.1. Purpose 

In this experiment, the hemispheric difference of color processing was evaluated by 
comparing reaction times of the right and left hands to chromatic stimuli presented to the 
ipsilateral visual field of right-handed individuals.  

 
2.3.2. Materials and Methods 

 
2.3.2.1. Participants 

Ten right-handed undergraduate students (7 males and 3 females) with normal or 
corrected-to-normal vision (mean age 22.6 years, SD 6.1) participated in this experiment. All 
of these participants were selected from ten groups of eight subjects in the preliminary 
experiment as in Experiment 1-1.  

 
2.3.2.2. Apparatus 

One of three chromatic solid circles with a diameter of 2 deg (red, x = 0.553, y = 0.313, 
CIE; green, x = 0.279, y = 0.577, CIE; or blue, x = 0.226, y = 0.151, CIE) was presented on 
the CRT with a uniform gray background of 10 cd/m2. All of these chromatic stimuli had the 
same saturation of 60%. The luminance of the chromatic stimuli was adjusted to gray of 10 
cd/m2 using the flicker photometry method so that it was equal for all participants, thus only 
the hue change served as a cue for the detection of the stimulus.  

 
2.3.2.3. Procedures 

Two blocks, each consisting of 15 trials, were performed, with an inter-block interval of 
about 5 min (Fig. 6). For each block, participants were asked to press the key either with the 
right hand for targets presented in the right visual field (R-R condition), or with the left hand 
for targets in the left visual field (L-L condition). Before starting each block the participants 
were instructed which hand to use depending on the side of stimulus presentation. Thus, there 
was no spatial cue for the response. The order of block was randomized among participants. 
In each trial, one of the three chromatic targets was presented at 4 deg horizontally from the 
fixation point in either right or left visual field (Fig. 7). The rest of the procedure was the 
same as in Experiment 1-1. 

 
2.3.3. Results 

Figure 8 shows the reaction times to the chromatic targets in R-R and L-L conditions. In 
the right-handed participants, reaction time in L-L (320±9 ms, mean ± SE) was shorter than 
that in R-R (303±9 ms, mean ± SE). Since there was no significant difference between 
reaction times to the target colors (red, green and blue), data were collapsed across cued 
color. Statistically significant difference was observed between reaction times in L-L and R-R 
(time difference was 17 ms, t(9) = 3.171, p < 0.05). The significant difference was still 
apparent if the analysis included only six right-handed participants who participated in both 
Experiments 1-2 and 1-4 (t(5)=6.544, p < 0.01). Shorter reaction time in L-L was consistently 
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observed in each of the three colors. These data show that right hemisphere is dominant in the 
detection of chromatic stimulus among right-handed participants.  

 

 

Figure 6. Schematic illustration of the time schedule for Experiment 1-2. A trial started with an auditory 
ready signal preceding 1-4 sec with a mean of 2.5 sec. A target was presented at 4 deg lateral to the 
fixation point, either left or right visual field for 0.5 sec. A total of 15 trials were performed with an 
intertrial interval of 10-20 sec with a mean of 15 sec. The target was a 2-deg chromatic circle of either 
red, green or blue with a gray background of 10 cd/m2. 

 
 

 

Figure 7. Schematic drawing of the procedure for Experiment 1-2. Two blocks, each consisting of 15 
trials, were performed, using three different chromatic stimuli (red, green or blue) each for 5 trials. For 
block-A, target was presented in the right visual field (RVF), and for block-B in the left visual field 
(LVF). Response was made by the right hand (R-Hand) for block-A, and by the left hand (L-Hand) for 
block-B, respectively. Orders of the chromatic stimuli and of the blocks were randomized for each 
individual. Which block was performed had been informed before starting each block. 
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Figure 8. Simple reaction time by the right hand to chromatic targets presented in the right visual field 
(R-R), and by the left hand to targets presented at the left visual field (L-L) in 10 right-handed 
participants. Mean of median reaction time in L-L was significantly faster than in R-R (* p<0.05). 
Mean with SE. 

2.3.4. Discussion 
Clear right hemisphere dominance in color detection was observed among the right-

handed individuals. A time difference of the color processing between right hemisphere and 
left hemisphere was 17 ms. This time difference cannot be ascribed to the difference of hands, 
or motor process, because there was no significant difference between reaction times by the 
dominant and non-dominant hands (Experiment 1-1). Thus, the time difference should be 
ascribed to the difference in the processing of visual stimuli. 

In the present study, we found hemispheric asymmetry in detection of chromatic stimuli 
in normal subjects, not in patients. Present findings seem to be in good harmony with 
previous results, in which color discrimination is specialized for the right hemisphere 
(Davidoff, 1976; Pennal, 1977). However, in these prior studies, the target color stimuli were 
presented on a dark background of different luminance. Therefore, appearance of the target 
was inevitably accompanied by a change in luminance, in addition to a change in hue. As it 
has been known that the salience of stimulus is one of the important variables that affect 
reaction time (Schmidt and Lee, 1998), if more than two attributes of a stimulus change 
simultaneously, the more salient attribute may overshadow the effects of the other 
(Sutherland and Mackintosh, 1971; Rescorla and Wagner, 1972; see Christman, 1989). In 
contrast, in the present study, we used color stimuli with the subjectively equated luminance 
as the background to control all attributes as equal, except for hue. 

Consistent with the present results, it has been reported that deficits in color detection in 
the contralateral visual field are more frequently observed in patients with a lesion of the right 
postero-occipital cerebral areas than the left ones (Scotti and Spinnler, 1970). Cortical color 
blindness has been also reported in patients with impairment of the left visual field (Albert et 
al., 1975). These findings imply that RH is dominant in the detection of color among the 
right-handed individuals. However, to elucidate the neural mechanisms underlying the 
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asymmetric processing in color detection, further studies should be done including recording 
of cortical activity during color detection task, and using methods with high time resolution. 

 
 

2.4. Experiment 1-3: Hemispheric Asymmetry of Color Detection in Left-
Handed Individuals 

 
2.4.1. Purpose 

In this experiment, the hemispheric difference of color processing was evaluated by 
comparing reaction times of the right and left hands to chromatic stimuli presented to the 
ipsilateral visual field of left-handed individuals.  

 
2.4.2. Methods 

 
2.4.2.1. Participants 

Eight left-handed mail subjects (7 undergraduate students and one researcher) with 
normal or corrected-to-normal vision (mean age 25.1 years, SD 9.3) participated in this 
experiment. All of these left-handed participants were selected based on an assessment of the 
handedness score using a modified Edinburgh Laterality Inventory (Oldfield, 1971), which 
included 7 items: write, eat, throw, tooth brushing, drive, key, and hammer. For each item, 
right-handed responses were scored as 0, left-handed ones as 1, or both hands as 0.5. The total 
score of the left-handed participants ranged from 2.0 to 7.0 (4.6±1.6, mean ± SD), while that 
of the right-handed ones was 0.  

 
2.4.2.2. Apparatus and Procedures 

The experimental apparatus and procedures for this experiment were similar for the 
Experiment 1-1 and 1-2, excepting that color stimuli were used to examine the effect of 
dominant hand on the simple reaction time. 

 
2.4.3. Results 

Figure 9 shows that there was no significant difference between the simple reaction times 
by dominant and non-dominant hands in the left-handed participants.  

There was no significant difference between simple reaction times in R-R and L-L 
conditions among the left-handed participants (Fig. 10 right, R-R 325±5 ms, mean ± SE; L-L 
324±9 ms, mean ± SE; t(7) = 0.179, N.S.). However, it might be assumed that right 
hemisphere is more specialized in color detection among the left-handed individuals with low 
left-handedness score, while symmetrical processing occurs among the typical left-handers 
with high score. In order to ascertain this possibility, we performed the correlation analysis. 
No significant correlation between the handedness scores and reaction time differences (R-R 
– L-L) was observed（r = 0.006, p = 0.990, N.S.）.  

 
2.4.4. Discussion 

A more symmetrical hemispheric processing was observed among left-handed 
individuals compared to right-handed individuals. It is well known that language cerebral 
dominance is lateralized in the left hemisphere in 88-96% of right-handed individuals and in 
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43-76% of left-handers (Pujol et al., 1999; Springer et al., 1999; Khedr et al., 2002). It has 
been suggested that the hemispheric specialization of brain functions is less clear among left-
handers than among right-handers (Zangwill, 1962, Bryden et al., 1982). Consistent to this 
concept, the present study showed that color detection was less clearly lateralized among the 
left-handed participants than among the right-handed participants 

 

 

Figure 9. Simple reaction times to target stimuli presented at the center of visual field, responded by the 
right hand (R-hand, non-dominant) and the left hand (L-hand, dominant) in 8 left-handed participants. 
There was no significant difference between reaction times by dominant and non-dominant hands. 
Mean with SE. 

 

Figure 10. Simple reaction times to lateralized stimuli, responded by the right hand to targets presented 
in the right visual field (R-R), and by the left hand to targets presented in the left visual field (L-L) in 8 
left-handed participants. Target stimulus was achromatic (left, 20 cd/m2) or chromatic (right). There 
was no significant difference between reaction times in R-R and L-L both to achromatic and chromatic 
stimuli. Mean with SE. 
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2.5. Experiment 1-4: Hemispheric Asymmetry of Non-Color Detection in 
Right- and Left-Handed Individuals 

 
2.5.1. Purpose 

This experiment was designed to identify the critical factor for the asymmetry observed 
in Experiment 1-2. We determined whether the asymmetry observed in the detection of color 
might also be found in the detection of achromatic stimuli or not. If the asymmetry was lost 
using achromatic stimuli, it should therefore be ascribed to color processing and not to other 
factors. 

 
2.5.2. Methods 

 
2.5.2.1. Participants 

Twelve right-handed (6 males and 6 females, mean age 20.5 years, SD 2.8) and eight left-
handed undergraduate students participated in the present experiment. Six right-handed 
subjects were the same individuals who participated in Experiment 1-1, while the other six 
subjects were those who participated in Experiment 1-2. All left-handed subjects were those 
who participated in Experiment 1-3. 

 
2.5.2.2. Apparatus 

An achromatic solid circle with a diameter of 2 deg (x = 0.283, y = 0.320, CIE) was 
presented on the CRT with a uniform gray background of 10 cd/m2 (Fig. 11). In the six right-
handed participants who participated in Experiment 1-1, luminance of either 12, 14, or 18 
cd/m2 was tested, while in other six right-handed participants who participated in Experiment 
1-2, as well as in the eight left-handed participants, only a luminance of 20 cd/m2 was used. 

 

 

Figure 11. Schematic illustration of the time schedule for Experiment 1-4. A trial started with an 
auditory ready signal preceding 1-4 sec with a mean of 2.5 sec. A target was presented at 4 deg lateral 
to the fixation point. either left or right visual field for 0.5 sec. A total of 15 trials were performed with 
an intertrial interval of 10-20 sec with a mean of 15 sec. The target was an achromatic circle with a 
diameter of 2 deg,  either 12, 14, 18 or 20 cd/m2 with a gray background of 10 cd/m2. 
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2.5.2.3. Procedures 
The reaction times to achromatic stimuli presented in either right hemisphere or left 

hemisphere were recorded. In each block, the achromatic target was presented either on the 
right or the left visual field, at 4 deg horizontally from the fixation point (Fig. 12). Other 
experimental settings and procedures were the same as in Experiment 1-2. 

 

 

Figure 12. Schematic drawing of the procedure for Experiment 1-4. Two blocks, each consisting of 15 
trials, were performed, using three different chromatic stimuli (red, green or blue) each for 5 trials. For 
block-A, target was presented in the right visual field (RVF), and for block-B in the left visual field 
(LVF). Response was made by the right hand (R-Hand) for block-A, and by the left hand (L-Hand) for 
block-B, respectively. Order of the blocks was randomized for each individual. Which block was 
performed had been informed before starting each block. 

2.5.3. Results 
As the stimulus luminance increased, the reaction time to the achromatic stimulus 

decreased in the right-handed participants (Fig. 13). There was a statistically significant 
difference between the mean reaction time of 12, 14, 18 cd/m2 (N = 6) and the mean reaction 
time at 20 cd/m2 (N = 6), in R-R and L-L conditions (t(10) = 3.221, p < 0.01; t(10) = 2.686, p 
< 0.05), respectively. However, at any target luminance, no significant difference was found 
between the reaction times to the achromatic stimuli among the right-handed participants in 
RR and LL conditions (W12 t(5) = 0.697, N.S.; W14 t(5) = 0.188, N.S.; W18 t(5) = 1.057, 
N.S.; W20 t(5) = 0.464, N.S.), even after these data were pooled (t(23) = 0.704, N.S.). 
Similarly, there was no significant difference between the reaction times to the achromatic 
stimuli among the eight left-handed participants in R-R and L-L conditions (308±11 ms, 
mean ± SE; 309±9 ms, mean ± SE, respectively; t(7) = 0.192, N.S., Fig. 10 left). 

 
2.5.4. Discussion 

 
2.5.4.1. Effect of Luminance on Hemispheric Asymmetry 

The decrement of reaction time with increasing luminance of target stimulus observed in 
Experiment 1-4 is well consistent with previous results. It has been known that reaction time 
depends on the intensity or salience of the stimulus (Lit et al., 1971; Jaskowski, 1982; Adams 
and Mamassian, 2004). 
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Figure 13. Simple reaction times to achromatic stimuli presented either in the right visual field 
responded by the right hand (R-R; open bars) or the left visual field responded by the left hand (L-L; 
hatched bars) in right-handed participants (n=6; 12, 14 or 18 cd/m2, n=12; 20 cd/m2). In any case there 
was no significant difference between reaction times in R-R and L-L. Mean with SE. 

Although there are many studies examining hemispheric asymmetry of luminance 
processing, only a few studies have explicitly examined the effects of stimulus luminance 
(see review by Christman, 1989). Christman (1990) varied luminance within a temporal 
integration task involving the identification of digits and found that increases in luminance 
tend to preferentially benefit left hemisphere. Sergent (1982) varied luminance in a task 
requiring subjects to judge the gender of laterally presented faces and found a shorter reaction 
time in right hemisphere for low luminance (0.8 mL) and in left hemisphere for high 
luminance stimuli (12.0 mL). More recently, Corballis et al. (2002) found in split-brain 
patients that luminance discrimination was processed equivalently by the two hemispheres. 
Thus, there is no general consensus regarding whether there is hemispheric asymmetry in the 
detection speed of the achromatic patch stimulus used in the present study. Since we have 
used chromatic stimuli with constant luminance (Experiment 1-2), luminance itself does not 
seem to be an important factor for right hemisphere advantage in the present experiment. No 
significant asymmetry was observed in the luminance detection task in Experiment 1-4. 
Therefore, the asymmetry obtained in Experiment 1-2 can be ascribed to color processing.   

 
2.5.4.2. Effect of Contrast on Hemispheric Asymmetry  

One might argue that stimulus contrast might affect the hemispheric asymmetry found in 
Experiment 1-2. Stimulus contrast, however, has been shown to benefit either left 
hemisphere, right hemisphere processing, or no hemispheric difference depending on the task 
characteristics (Christman, 1989). No asymmetry was found in Experiment 1-4, where the 
contrast changed with the luminance. Both luminance and contrast, therefore, does not seem 
to contribute considerably to the right hemisphere advantage in color detection. 
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2.5.4.3. Effect of Practice on Visual Field Difference 
In Experiment 1-4 no significant hemispheric difference was observed, which shows that 

the right hemisphere superiority observed in Experiment 1-2 was due to the detection of 
color. However, there is a possibility that the lack of asymmetry found in Experiment 3 might 
be due to practice effects. Most participants in the present study were assigned to two 
experiments. Half of the subjects had participated in Experiment 1-2 and the other half had 
participated in Experiment 1-1. There are general carry-over effects in psychological 
experiments. And in a visual half-field paradigm, visual field differences sometimes 
disappear with practice. Therefore, the observation that there was no hemispheric difference 
in Experiment 1-4 might be due to the practice effect.  

This possibility can be examined by making two comparisons. First is the comparison of 
reaction times between R-R and L-L in the two groups. No significant difference was 
observed between reaction times in R-R (292±3.4 ms, mean ± SE) and L-L (289±11.3 ms, 
mean ± SE) in the 6 right-handed subjects who participated in Experiment 1-2 (t(5)=0.464, p 
= 0.6621). Similarly, no significant difference was observed between reaction times in R-R 
(329±14.5 ms, mean ± SE)) and L-L (326±11.3 ms, mean ± SE)) in the 6 right-handed 
subjects who had not participated in Experiment 1-2 (t(5)=0.362, p = 0.7323). Second is the 
comparison of the mean reaction time difference between RR and LL in these two groups. 
The difference of reaction times between R-R and L-L was 3.8±8.3 ms (mean ± SE) in the 6 
subjects who participated in Experiment 1-2, and was 3.7±10.6 ms (mean ± SE) in the 6 
subjects who had not participated in Experiment 1-2. No significant difference was observed 
between the mean differences (t(10)= 0.012, p = 0.9904). These two comparisons rule out the 
practice effect as an explanation. 

 
2.5.4.4. Effect of Subject Number Size 

In Experiment 1-4 no hemispheric asymmetry was observed to the achromatic targets in 
the right-handed participants, while clear asymmetry was found to the chromatic targets in 
Experiment 1-2. It seems impossible that the null results in Experiment 1-4 might be ascribed 
to a small number of subjects, because no asymmetry could be observed even in a larger size 
of subject (N= 24), in comparison to the size of subject in Experiment 1-2 (N= 6 or 10). 
Consistent with this view, the effect size (Dunlap et al. 1996) for the null results was smaller 
(d= 0.025) than those were obtained in Experiment 1-2 (d= 0.678, 0.198; N= 6, 10, 
respectively). These findings reject the possibility that a relative small number size of 
participants is responsible for the null results in Experiment 1-4. 

 
 

2.6. Experiment 1-5: Hemispheric Asymmetry of Color Discrimination with 
Verbal Cue in Right-Handed Individuals 

 
2.6.1. Purpose 

In the next, we examined the hemispheric asymmetry of color discrimination. Detection 
and discrimination require different neural processing, thus different group of neurons are 
involved in the two processes (Schmidt and Lee, 1998).  

 



Cortical and Subcortical Processing of Color 17

2.6.2. Methods 
 

2.6.2.1. Participants 
Ten right-handed undergraduate students (5 males and 5 females) with normal or 

corrected-to-normal vision (mean age 23.0 years, SD 1.0) participated in the present 
experiment. All of these participants were newly selected from ten groups of eight subjects in 
the preliminary experiment as in Experiment 1-1.  

 
2.6.2.2. Apparatus 

One of three chromatic solid circles with a diameter of 2 deg (red, x = 0.553, y = 0.313, 
CIE; green, x = 0.279, y = 0.577, CIE; and blue, x = 0.226, y = 0.151, CIE) were presented at 
4 deg from the center of the CRT with a uniform gray background of 10 cd/m2 as in 
Experiment 1-2. The luminance of the chromatic stimuli was adjusted using the flicker 
photometry method as described in Experiment 1-2. 

 
2.6.2.3. Procedures 

The subjects were required to press a key quickly after they perceived the color that was 
not told before each session. For example, if the designated color was red, then target colors 
were green and blue. Each block consisted of 15 trials, 5 trials each for 3 conditions (target 
color was either non-red, non-green, or non-blue) with a randomized intertrial interval of 20 
sec ranging from 15 sec to 30 sec. A total of 6 blocks, 3 blocks for L-L and 3 blocks for R-R 
were performed with a quasi-random order. Mean correct response rate was 94.8±1.03 % (± 
SE). 

 
2.6.3. Results 

Figure 14 shows that the mean discrimination reaction time was significantly shorter in 
R-R than L-L condition  (367.2±20.98 ms vs. 385.6±21.15 ms, mean ± SE, paired-t(9)=2.718, 
p<0.05). The left hemispheric superiority in color discrimination based on the verbal cues was 
found in 8 of 10 participants (Fig. 15). These findings suggest that right-handed participants 
have left hemispheric predominance in color discrimination task with verbal cues. 

 
2.6.4. Discussion 

The discrimination reaction time was longer than the simple reaction time. This is 
consistent with a view that a serial processing of signal detection and discrimination and that 
the discrimination needs more process than the detection of color (Schmidt and Lee, 1998). 
The present finding that the discrimination reaction time was shorter in left hemisphere than 
in right hemisphere might suggest that the left hemisphere is dominant in color 
discrimination. However, before draw a conclusion, we must consider about effect of verbal 
processing in the present discrimination task. It is well known that the verbal processing is 
dominant in the left hemisphere (LeDoux et al., 1977; Gazzaniga et al., 1977), although it is 
also clear that there are complementary specializations of the right hemisphere (Sperry, 
1982). Thus, the present finding that the discrimination reaction time was shorter in left 
hemisphere might be associated mainly with language processing in the left hemisphere.  
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Figure 14. Discrimination reaction times to chromatic stimuli presented either in the right visual field 
responded by the right hand (R-R) or the left visual field responded by the left hand (L-L) in 10 right-
handed participants. The discrimination task involved verbal cues. The subjects were required to press a 
key if the color was not told before each session (non-matching). Mean reaction time was significantly 
shorter in R-R than L-L (* p<0.05). Mean with SE. 

 

 

Figure 15. Discrimination reaction times with verbal cues to chromatic stimuli presented either in the 
right visual field responded by the right hand (R-R) or the left visual field responded by the left hand 
(L-L) in each of 10 right-handed participants. In 8 of 10 participants, discrimination reaction time was 
shorter in R-R than L-L. 
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2.7. Experiment 1-6: Hemispheric Asymmetry of Color Discrimination 
without Verbal Cue in Right-Handed Individuals 

 
2.7.1. Purpose 

In this experiment, hemispheric lateralization in color discrimination was examined using 
a task which dose not requires verbal processing. 

 
2.7.2. Methods 

 
2.7.2.1. Participants 

Eight right-handed undergraduate students (7 males and 1 female) were participated in 
the present experiment (mean age 22.0 years, SD 2.2). All of these participants were newly 
prepared. The participants were required to press a key when two stimuli were different in 
hue or luminance. 

 
2.7.2.2. Apparatus 

Two of three chromatic circles (red, x = 0.553, y = 0.313, CIE; green, x = 0.279, y = 
0.577, CIE; and blue, x = 0.226, y = 0.151, CIE) or two of three achromatic ones (12, 14 and 
18 cd/m2) were presented at 4 deg lateral to the center of the CRT either in the left or right 
visual field with a uniform gray background of 10 cd/m2. The diameters of circles were 2 deg. 
The chromatic stimuli had the same saturation of 60%. The luminance of the chromatic 
stimuli was adjusted to gray of 10 cd/m2 using the flicker photometry method.  

 
2.7.2.3. Procedures 

Participants were required to press a key as fast as possible when the two stimuli 
presented simultaneously were different either in hue (chromatic stimuli) or luminance 
(achromatic stimuli).  Response was required to be done using the ipsilateral hand to the 
visual field. Which hand to use was instructed before starting each block. 

A block consisted of 48 trials; 36 chromatic and 12 achromatic trials with a quasi-random 
order. Four trials were performed for each condition. For a chromatic trial, one of nine 
conditions (RR, RG, RB, GR, GG, GB, BR, BG and BB), and for an achromatic trial, one of 
three conditions (14-12 cd/m2, 14-14 cd/m2, and 14-18 cd/m2) was tested. 

A total of four blocks (discrimination reaction time with R-R or L-L, and simple reaction 
time with R-R or L-L condition) were performed for each participant with a quasi-random 
order. Discrimination reaction times longer than 600 ms and simple reaction time longer than 
400 ms were omitted from later analysis. Other procedures were the same as in Experiment 1-
2. Data from one subject was omitted from later analysis for achromatic stimuli, because he 
made no response to achromatic stimuli in L-L condition. 

 
2.7.3. Results 

Although the discrimination reaction time to chromatic stimuli was tend to be shorter in 
the left hemisphere (386.7±11.2 ms, mean ± SE) than in the right hemisphere (409.6±17.5 ms, 
mean ± SE), the difference was not statistically significant (paired-t(7)=1.722, p=0.1286) 
(Fig. 16). Similarly, although a net discrimination time which was obtained by subtracting 
simple reaction time from the discrimination reaction time was tend to be shorter in the left 
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hemisphere (R-R: 123.3±10.8 ms, mean ± SE, L-L: 150.8±20.1 ms, mean ± SE), no 
statistically significant difference was found (paired-t(7)=1.867, p=0.1041) (Fig. 17). As for 
achromatic stimuli, there was no significant difference in achromatic discrimination reaction 
time (R-R: 514.7±10.1 ms, mean ± SE, L-L: 520.4±17.7 ms, mean ± SE, paired-t(6)=0.361, 
p=0.7303), or even after the net discrimination time was calculated (R-R: 258.3±12.4 ms, 
mean ± SE, L-L: 273.9±18.7 ms, mean ± SE, paired-t(6)=0.647, p=0.5414). From these 
findings we could not find any significant hemispheric asymmetry in color discrimination. 

 

 

Figure 16. Discrimination reaction times without verbal cues to lateralized stimuli presented either in 
the right visual field responded by the right hand (R-R) or the left visual field responded by the left 
hand (L-L) in 8 right-handed participants. The discrimination task was not dependent on verbal cues. 
There was no significant difference between the reaction times both to chromatic and achromatic 
stimuli. Mean with SE. 

 

 

Figure 17. Net discrimination times to stimuli presented either in the right visual field responded by the 
right hand (R-R) or the left visual field responded by the left hand (L-L) in 8 right-handed participants. 
The discrimination task was not dependent on verbal cues. The net discrimination time was calculated 
by subtracting simple reaction time from discrimination reaction time. There was no significant 
difference between the net discrimination times both to chromatic and achromatic stimuli. Mean with 
SE. 
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2.7.4. Discussion 
Although clear asymmetry was found in the color detection (Experiment 1-2), no 

hemispheric difference was observed in the color discrimination reaction time without using 
language cues. Consistent with this, Danilova and Mollon (2009) recently reported that no 
asymmetry in color discrimination. However, before draw a conclusion we should consider a 
possibility that a longer reaction time has a larger variation. Both in Experiments 5 and 6, 
discrimination reaction time was longer than simple reaction time. This may easily obscure a 
subtle difference in reaction time and make it difficult to detect any difference in 
discrimination reaction time. To elucidate a small but definite difference in reaction time, it is 
important to adopt some explicit and refine methods to reduce individual variation (Sasaki et 
al. 2008). The net discrimination time, however, showed a slight tendency of shorter reaction 
time in left hemisphere (R-R) than right hemisphere (L-L) for chromatic stimuli, no 
significant difference was found. These findings suggest that color detection is specialized for 
the right hemisphere, while color discrimination is not specialized for any hemisphere. 

It was shown that emotional stimuli are perceived more efficiently by the right 
hemisphere than by the left hemisphere (McKeever and Dixon, 1981; Smith et al., 2004; Sato 
and Aoki, 2006). And the right hemisphere plays an important role in producing emotions 
(Ladavas et al., 1984). Effect of right amygdala in discriminating emotional faces without 
primary visual cortices has been suggested (Pegna et al., 2005). A subcortical pathway to the 
right amygdala, via superior colliculus and pulvinar of the thalamic nucleus, provides a rout 
for processing unconscious identification of affective expressions in parallel to a cortical 
route necessary for conscious identification (Morris et al., 1999). 

Verbal and non-verbal communication is important for social behaviors in humans. The 
non-verbal communication includes gestures, eye contact, and expression of emotion, such as 
disappointment, fear, pleasure, and surprise. Because the right hemisphere is closely related 
to emotion, as described above (Ladavas et al., 1984), it is suggested that the right hemisphere 
plays an important role in the non-verbal communication, by contrast the verbal 
communication in the left hemisphere.  

 
 
3. EXPERIMENT 2: PREPULSE INHIBITION OF STARTLE BLINK 

RESPONSE USING COLOR PREPULSE 
 

3.1. Background 
 
In the second experiment, contributions of color stimulus to modulation of the corneal 

blink reflex were examined in healthy human subjects.  
 

3.1.1. Startle Response 
A sudden intense stimulus produces a startle response in many species of animal (Landis 

and Hunt, 1936; see Davis, 1984). Startle response is one of defensive reflex to protect from 
harmful or noxious stimulus. 

In human studies, eyeblink reflex was usually recorded as the startle response (Graham, 
1975; Lipp and Siddle, 1998). The blink reflex elicited by a corneal stimulation is a 
component of the startle response, as well as the acoustic startle blink reflex (Krauter, 1987; 
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Flaten and Elden, 1999) and the electrically elicited blink reflex (Rossi et al., 1995; Miwa et 
al., 1998). A relatively weak trigeminal stimulus evokes electromyographic (EMG) activities 
in the olbicularis occili muscles, while an intense stimulus elicits EMG activities in the other 
muscles such as masseter and sternocleidomastoid muscles, in addition to the olbicularis 
occili. The former is the blink reflex and the latter is termed as the startle response (Valls-
Solé et al., 1999). 

 
3.1.2. Prepulse Inhibition 

A weak stimulus, which itself dose not produce a startle response, presented 30-500 ms 
prior to a startle stimulus reduce a magnitude of the startle response. This phenomenon is 
called as prepulse inhibition (PPI, see Hoffman and Ison, 1980) and is widely observed in 
many animal species including humans (Carlson and Willott, 1996; Swerdlow et al., 1990; 
Linn and Javit, 2001; Lipp et al., 1994), but excluding hamsters (Sasaki et al., 1988, 2007).  

PPI is impaired in humans suffered from schizophrenia (Swerdlow et al., 1994) or 
Huntington's disease (Swerdlow et al., 1995). Impairment of PPI is also observed in rats after 
mesolimbic dopamine receptors activation (Hoffmann and Donovan, 1994; Caine et al., 1995; 
Ralph et al., 1999), and in mouse lacking the metabotrophic glutamate receptors (Brody et al., 
2004), providing an important cue to study the mechanisms for these psychiatric disorders. 

Neural circuits of PPI have been widely documented using auditory startle responses in 
rats. It has been assumed that the PPI occurs at the pontine reticulo-spinal neurons (the caudal 
pontine nucleus, PnC, see Koch, 1999). However, it is still open about the pathway from 
where the visual prepulse reach its effect on the PnC neurons. Fendt et al. (1994) showed that 
PPI decreased significantly, although not completely, after lesion of the superior colliculus, 
suggesting that the descending pathway from the superior colliculus to the brain stem is the 
main pathway which provides the inhibitory inputs to the PnC. On the other hand, Ison et al. 
(1991) showed that the lack of visual PPI after decortications by using bilateral application of 
KCl in rats. More recently, bilateral entorhinal cortical lesions reduced PPI in rats (Goto et 
al., 2002). These findings suggest a possibility that the cortical areas may critically participate 
in the mechanism of PPI.  

 
 

3.2. Purpose 
 
It is well established that color information is preferentially processed in the inferior 

occipito-temporal visual areas, especially around the fusiform gyrus (Zeki, 1991; Corbetta et 
al., 1991). The purpose of present study is to examine whether the visual cortical areas are 
involved in human PPI circuit, using color stimulus as the prepulse. 

 
 

3.3. Methods 
 

3.3.1. Participants 
Twenty undergraduate students (18 male and 2 female) with normal or corrected normal 

vision (mean age 21.9 years, SD 3.1) participated the present experiment. All participants 
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provided informed consent and were assigned randomly to one of four groups consisting of 
five individuals. 

Each participant received two different chromatic stimuli and one achromatic stimulus as 
the prepulse; Group R-G (red and green), Group G-Y (green and yellow), Group Y-B (yellow 
and blue), and Group B-R (blue and red). The achromatic prepulse was common for all of 
these experimental groups. For example, a participant in Group R-B received red, blue and 
the achromatic prepulse, in a quasi-random order.  

This experimental paradigm was adopted, in order to reduce a total experimental time, 
which is useful for preventing decrease of PPI within an experimental session and is good for 
robustness of the results (Quednow et al., 2006).  

The record of one participant from Group G-Y was discarded prior to analysis due to 
insufficient blink amplitude, especially on the later trials. A psersonal report after the 
experiment, showed that this participant was drowsy during the experimental session. 

 
3.3.2. Apparatus 

The participant seated in an isolated dim experimental room with an ambient illumination 
level of 0.5 lx, facing to a CRT display (Panasonic TX-D7P35-J, resolution 800 x 600 dots at 
60 Hz, 9300K) placed at a distance of 57 cm. The participant’s head was loosely restrained by 
using a chin rest, and the participant was asked to fixate at a small cross (0.5 deg, 0.5 deg) 
presented at the center of the CRT. The background illumination level of the CRT was the 
same as the ambient level. 

 
3.3.3. Prepulse 

Four chromatic stimuli (red, 0.553, 0.313, CIE; green, 0.334, 0.531, CIE; blue, 0.230, 
0.147, CIE; and yellow, 0.456, 0.410, CIE) and one achromatic stimulus (0.283, 0.320, CIE) 
were used as the visual prepulse. Main wavelength of these chromatic stimuli was 635 nm 
(red), 548 nm (green), 463 nm (blue), or 580 nm (yellow), respectively. All of these 
chromatic stimuli had the same saturation of 60%. Luminance of the chromatic stimuli was 
adjusted to be equal to 10 cd/m2 of gray in each participant, by the flicker photometry 
method. And the luminance of the achromatic stimulus was 10 cd/m2. The shape of the visual 
prepulse was a square and the size of the stimulus was 10 deg x 10 deg in the visual angle. It 
was presented at the center of the CRT for 20 ms (Fig. 18). These visual stimuli were 
generated by a graphic generator (VSG Series Three, Cambridge Research Systems Ltd.), 
which was controlled by a computer (Power Macintosh 7300/180, Apple), using a hand-made 
program (HyperCard, Apple).  

 
3.3.4. Startle Stimulus 

A 50-ms air puff (0.2 MPa, a flow of 2 l/min) directed to the cornea of the left eye was 
used as a startle stimulus. Distance between the top of a nozzle which was attached at the end 
of the air-way and the surface of the cornea was about 5 cm. Delivery of the air puff was 
controlled by a solenoid bulb (AB31-02-3-H3A, DC-48V, CKD, Nagoya, Japan) which was 
placed at the midway of the air-way from the compressed air source and the nozzle. Opening 
of the bulb was controlled by combination of two stimulators (SEN-1101 and SEN-3201, 
Nihon Kohden). The lead interval between the prepulse and the delivery of the air puff was 
100 ms (Fig. 18). This lead interval was chosen because the most sufficient PPI was obtained 
in a preliminary experiment using the achromatic prepulse ranging 50-200 ms intervals. 
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Figure 18. A schematic drawing of experimental procedure for prepulse inhibition. Startle blink 
responses were elicited by an air-puff to the corneal surface (0.2 MP, 2 l/min, for 50 ms duration). One 
of four chromatic stimuli (red, green or blue, matched to gray of 10 cd/m2 by flicker photometry, with 
saturation of 60 %) or an achromatic stimulus of 10 cd/m2 was used as prepulse for 20 ms duration. The 
lead interval of prepulse and the startle stimulus was 100 ms. 

3.3.5. Recordings Of Blinking 
A differnce in the electrical potentials between the cornea and the retina caused by eye 

and/or eyelid movements during blink was detected in the EOG records (Collewijn et al., 
1985; Stern and Dunham, 1990;Veltman and Gaillard, 1996; Kong and Wilson, 1998). Two 
Ag-AgCl surface electrodes with a diameter of 5 mm, placed 1 cm lateral and 1 cm below the 
lateral edge of the left eye were used to record the EOG. The signals from these electrodes 
were differentially recorded with a ground electrode attached on the forehead (Fz). The signal 
was amplified  (EEG-4217, Nihon Kohden) with a low pass filter at 60 Hz, and with a low cut 
filter at 0.5 Hz (time constant of 0.3 sec). The EOG recordings lasted for 1 sec in each trial, 
from 100 ms before and 900 ms after the onset of the startle stimulus and was digitized at 400 
Hz (MacLab, A/D Instruments), then stored on a hard disk of a computer (Macintosh Centris 
660AV, Apple).  

 
3.3.6. Procedures 

In each group, 5 participants received a total of 45 trials with a mean intertrial interval of 
15 sec, ranged from 10 to 20 sec. Only the startle stimulus was presented in the first 5 trials 
for habituation. Following the ituation trials, the participant received 40 test trials, with or 
without the prepulse (Fig. 19). Four different groups received different pairs of the prepulse. 
Three types of prepulse; one gray, and two different color prepulses were presented with a 
fixed lead interval of 100 ms. This value was chosen because a dominant inhibition was 
observed at this lead interval in our preliminary experiment. Participant’s behaviors were 
always monitored by a video-camera system. 
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Figure 19. An experimental session was consisted of 45 trials with a mean intertrial interval of 15 sec 
(10-20 sec). In the first five trials, only startle stimulus was presented as control trials. In the following 
trials, startle stimulus was presented with or without prepulse. The lead interval of prepulse and the 
startle stimulus was 100 ms. 

 
3.4. Results 

 
3.4.1. Measurements of the Response Amplitude 

The EOG recordings of corneal blink elicited by the air-puff was composed of two 
positive deflections with a latency at 80 ms and 150 ms, respectively, followed by a large 
negative deflection at 300 ms (Fig. 20). The early positive deflection was sharp and small in 
amplitude as compaired to the second positive deflection. The early component is consisted 
of high frequency activities, presumably EMG activities of the orbicularis occuli muscles. A 
peak-to-peak amplitude of the second positive and the large negative components was 
measured for the amplitude of the startle response. 

Figure 21 shows a typical example of blink responses in one session (Group R-B). A total 
of 45 trials were displayed in a line. Although slight decrement in the blink amplitude was 
noted during the habituation trials, relatively consistent amplitudes were recorded throughout 
the session. In most trials without preceding prepulse (marked by filled circles), a clear blink 
response was elicited by the air puff. On the contrary, remarkable decrease in the amplitude 
was observed in the prepulse trials (marked by open circles) as compared to the non-prepulse 
trials. 

 
3.4.2. Typical Example of PPI of the Blink Response 

Figure 22 shows superimposed traces of 5 trials each, excluding the first 5 trials. A filled 
circle indicates the onset of the air puff and an open circle indicates the onset of the prepulse. 
The left column shows recordings in the early half and the right column shows ones in the 
late half of the session. The second five traces marked 7-24 show the recordings without 
prepulse from 7th to 24th trials. In these five trials, a slight decrease in the blink amplitude 
was noted as compared to the control trials. A remarkable decrease in the amplitude was 
found in the following prepulse trials. A similar decrease of the blink amplitude in the 
prepulse trials was observed in the late half of the session. As compaired to the five trials 
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without prepusle (29-44th trials), the blink amplitude was small in prepulse trials either in 26-
32th, 33-38th, or 39-45th trials. 

 

 

Figure 20. A typical waveform of corneal blink response elicited by air-puff to the corneal surface. Five 
recordings were superimposed from 100 ms before and 900 ms after the onset of air-puff. The thick bar 
indicates duration of the air-puff for 50 ms. A waveform of the blink response consisted of two positive 
deflections (a and b) and a large negative one (c). A peak-to-peak amplitude (b-c) was measured as the 
startle amplitude.  

 

 

Figure 21.  A sequence of blink responses consisting of 45 trials in an experimental session of Group R-
B. Each trial was sampled for a 1-sec epoch. Open circles indicate trials with the prepulse, and filled 
circles indicate trials without prepulse. Vertical line indicates end of the habituation period. Red and 
blue prepulses are not distinguished here. Amplitudes of the blink responses decreased in the prepulse 
trials as compared to those in no prepulse trials.  

3.4.3. Responses to Chromatic and Achromatic Prepulses 
Effect of prepulses on the startle amplitudes was examined using % inhibition as an 

inhibition index, calculated by the following equation:  
 
% inhibition = (mean amplitude in prepulse trials)/(mean amlitude in non-prepulse trials) 

x 100 
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Figure 22. Inhibition of the startle blink amplitude by the chromatic prepulse in the same session as 
shown in Fig. 21, excluding the first 5 trials. Each group of traces is superimposition of 5 recordings for 
1-sec period, from 100 ms prior and to 900 ms after the onset of the air-puff. The open circle and the 
filled circle indicate the onsets of the prepulse and the air-puff, respectively. The number at the right of 
traces indicates a rage of trial number, in which the recordings were obtained.  

Figure 23 shows effect of the chromatic and achromatic prepulses on the startle blink 
responses. Control amplitude (OFF) was the mean amplitude in the non-prepulse trials, 
excluding the first 5 trials for habituation. All of these prepulses inhibited the startle 
amplitude in every group (Fisher’s PLSD, p<0.05). There was a difference in the effect of 
chromatic prepulses on the startle responses. Significant difference was found between 
decrease of the amplitude by the blue and the yellow prepulses in Group G-Y  (Fisher’s 
PLSD, p<0.01).  

 
 

3.5. Discussions 
 

3.5.1. Three Types of Blink Reflexes 
Blink reflex is essential to protect the eye against corneal drying and damage (Magladery 

and Teasdall, 1961; Evinger et al., 2002). Blinking is classified into three types according to 
its motor aspect: spontaneous, voluntary and reflexive blinking (Bour et al., 2000). The 
reflexive blinking can be elicited by at least three different types of stimulation in humans.  

1) A glabella tap (Pearce, 2008) or electrical stimulation of the supraorbital branch of the 
trigeminal nerve elicits EMG responses in the orbicularis oculi muscle, and evokes the blink 
reflex. The electrically elicited blink reflex recorded from the orbicularis oculi muscle is 
formed by three components: the two principal ones, R1 and R2, and a third, R3 (Esteban, 
1999). Kugelberg in 1952 recorded the early-latency R1 and the late-latency R2 EMG 
responses from orbicularis oculi (Pearce, 2008). Cruccu et al. (1986) examined the R2 and the 
corneal reflex, which will be described below, in normal subjects and found some different 
behaviors in habituation and recovery cycle. The corneal reflex habituated significantly to 
repetitive stimulations at a rate of 0.2–1 Hz but was more resistant than the late component of 
the blink reflex (R2). And the corneal reflex was less affected by the preceding impulse. From 
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these results they suggest that the corneal reflex is relayed through fewer intramedullary 
synapses than R2. 

2) An intense auditory or visual stimulus evokes the blink reflex. A light flash stimulation 
evokes the photic early and late responses (Mukuno et al., 1983), and the photic responses 
were impaired by bilateral occipital lobe lesions (Mukuno et al., 1983). Auditory stimulus 
also elicits a blink reflex, which is usually considered as the most representative and 
consistent response of the startle response in humans (Valls-Solé et al., 1999). It was 
suggested that the physiological characteristics and a brainstem circuitry of the auditory blink 
reflex may be different from those of the auditory startle response (Valls-Solé et al., 1999). 
Auditory blink reflexes were considered when auditory stimuli induced responses limited to 
the orbicularis oculi and auditory startle responses were considered when the responses were 
induced in other muscles, such as masseter and sternocleidomastoid muscles (Valls-Solé et 
al., 1999). 

3) A reflex contraction of the human orbicularis oculi muscles can be evoked also by 
stimulation of the cornea ("corneal reflex") (Fig. 24). The corneal reflex can be elicited by a 
light mechanical touch to the cornea and the response is bilateral blinking (Ongerboer de 
Visser, 1980). Mechanical touch and an air-puff to the cornea have been used to produce the 
corneal reflex (Mukuno et al., 1983, Celebisoy et al., 2000; VanderWerf et al., 2007). 

 

 

Figure 23. Effect of color prepulse on the amplitude of blink response. Mean blink amplitudes with the 
chromatic and the achromatic prepulses in the four groups; Group R-B (A), Group G-Y (B), Group Y-B 
(C), and Group B-R (D). Each chromatic prepulse, as well as the achromatic one, significantly 
decreased the blink amplitude (in all groups p<0.05). In addition, significant decrease in the amplitude 
was observed between blue and yellow prepulses (** p<0.01). 

 
 



Cortical and Subcortical Processing of Color 29

 

Figure 24. Schematic drawings of neural pathways underling the corneal reflex. A mechanical stimulus 
applied to the surface of the cornea or the skin of the upper eyelid elicits action potentials in the 
trigeminal nerve (afferent pathway). They are transmitted to the facial neuron (efferent pathway) 
through multisynaptic relays in the reticular formation and elicit contraction of the orbicularis occuli 
muscles. At the same time, inhibition of the oculomotor neuron (efferent pathway) probably via an 
inhibitory interneuron located in the reticular formation elicits relaxation of the levator palpebrae 
superior muscles. These responses in the skeletal muscles cause the eyelid closure. V: trigeminal nerve, 
VII: facial nerve, III: oculomotor nerve. 

3.5.2. Eyelid and Eye Movements During Blinking 
During a blinking, both eyelid and eye movements occur. Eyelid movement during 

blinking is mainly mediated by the levator palpebrae superioris and orbicularis oculi muscles 
(Evinger et al., 1991; Schmidtke and Buttner-Ennever, 1992; Esteban et al., 2004). The 
inhibition the electrical activity of the levator palpebrae superioris muscle precede and outlast 
the reciprocal contraction of the orbicularis oculi (Björk  and Kugelberg, 1953). During 
blinking stereotypical eye movements occur. In normal human subjects, the eyeball rotates 
from a straight-ahead position nasally downward, then followed by laterally upward 
movement during blinking (Evinger et al., 1984; Bour et al., 2000; Collewijn et al., 1985; 
Riggs et al., 1987; see VanderWerf et al., 2007). These eye movements during blinking have 
been termed as Bell's phenomenon. However, Bell's phenomenon did not occur during short 
blinks (Collewijn et al., 1985). On the other hand, the lid closing over the eye causes a 
difference in the corneal-retinal potential that is evident in the electro-oculogram (EOG) 
(Stern and Dunham, 1990). Therefore, the EOG can be used for recordings of blinking 
(Veltman and Gaillard, 1996; Kong and Wilson, 1998). 

The neuronal mechanisms initiating the eyelid and eye movement during blinking is not 
well understood. Recently, however, new evidence was obtained showing that specific areas 
in the lateral medullar reticular formation are involved in eyelid and eye movements during 
blinking (Smit et al., 2005, 2006).  

Neural circuits for the blink reflex elicited by the electrical stimulation of the supraorbital 
nerve have been reported. The trigeminal afferent limb reaches the facial efferent limb by 
means of a long and complex pathway located at the brainstem bulbopontine level (Esteban, 
1999). The corneal reflex circuit has three components: (1) primary cornea afferents; (2) 
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second order trigeminal complex neurons; and (3) orbicularis oculi motoneurons (Henriquez 
and Evinger, 2007)(Fig. 24). 

 
3.5.3. Neural Circuit for PPI 

It has been suggested that the PPI mediating circuit for auditory startle response in rats is 
consist of the superior colliculus, PPTg, and Pnc, where the prepulse exerts inhibitory effects 
on the auditory startle response (Koch, 1999; Fendt et al., 2001). The auditory evoked 
potentials can be recorded in the PPTg with a latency of 13 ms in rats (Ebert and Ostwald, 
1991). Although the effective lead interval between prepulse and the startle stimulus depends 
upon the intensity of prepulse, it ranged about from 20 ms to 500 ms in rats (Hoffman and 
Searle, 1965) and from 30 ms to 500 ms in human eyeblink response (Graham, 1975). These 
facts mean that the subcortical PPI mediating pathway from the superior colliculus to the Pnc 
plays an important role in PPI at a relatively short lead interval (Fendt et al., 2001). PPI at a 
longer lead interval should be mediated by other neural circuits with more synaptic 
connections. Consistent with this suggestion, PPI decrement after bilateral lesions of the 
superior colliculus was not complete but some residual PPI still remained (Fendt et al.,1994). 

 
3.5.4. Effect of Change in Luminance 

In the present experiment, visual prepulse was presented on the black background of the 
ambient illumination level. Thus the appearance of the prepuse on the CRT was accompanied 
by the change in luminance as well as the change in chroma. The presentation of the 
achromatic stimulus elicited only the luminance change, while the presentation of the 
chromatic stimuli elicited both changes in the luminance and the chroma. The effect of 
chroma itself as the prepulse seems to be weak as compaired to the luminance, because the 
amount of the inhibition caused by the chromatic prepulse was similar to that elicited by the 
achromatic prepulse of 10 cd/m2. In addition, in our preliminary experiment using the 
chromatic stimuli that produced only change in chroma without accompanying change in 
luminance, no significant PPI was observed. However, these findings do not necessarily 
imply that the luminance is always more effective than chroma, because it has been shown 
that the effect of the PPI depends on the intensity of the prepulse (Reijmers and Peeters, 1994; 
Blumenthal, 1996) and because the intensity of the chromatic and the achromatic prepulses 
were not changed systematically in the present experiment. Moreover, in the present results, 
there was the significant difference in the effect of inhibition between chromatic stimuli. The 
startle amplitude was more inhibited by the yellow prepulse than the blue one. These findings 
show that not onl the luminance but also the hue was importantly involved in the PPI. 

 
3.5.5. Cortical Contributions to PPI  

The color information is processed in the cortex around the fusiform cortex (Corbetta et 
al., 1991; Zeki et al., 1991). Therefore, the present findings suggest that the visual cortex is 
involved in the visual PPI at least in human startle response elicited by the corneal stimulus. It 
has been suggested that the ventral stream of visual information from the striate cortex to the 
fusiform cortex is responsible for the processing of color, as compared to the dorsal stream, 
which engages in the processing of positional cues of the stumulus (Rozenzweig et al., 1999). 
The ventral stream of the visual information will transmit to the amygdala via the 
inferotemporal cortex. The neurons in the amygdala project to the PPTg through the 
accumbens and the ventral pallidum (Koch, 1999). These indirect projections may exert an 
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inhibitory influence on the PPTg. Consistent with this view, it was reported that the central 
nucleus of the amygdala modulates blink reflex sensitivity in the rabbit (Whalen and Kapp, 
1991). Results of several lesion studies are also in line with the view described here. Lesions 
of the inferotemporal cortex caused sever impairements in the PPI. Reduced PPI with 
entorhinal cortex lesions has been reported in rats (Goto et al., 2002). Additionaly, quinolinic 
acid lesions of the basolateral amygdala significantly reduced PPI without significantly 
changing startle amplitude (Wana and Swerdlow, 1996). Moreover, blockade of the dopamine 
receptors in the basolateral amygdala disrupted PPI in a dose-related manner in the rat 
(Stevenson and Gratton 2004). Furthermore, it has been suggested that the medial prefrontal 
cortex is involved in the PPI circuit (Koch, 1999). Therefore, it is possible for the visual 
activity to reach the PPTg via these cortical areas. Although the precise neural circuitry for 
the PPI of the human corneal reflex is still remained to be determined, the present findings 
suggest that the visual cortex is critically involved in the visual prepulse circuit in the human 
PPI. 

 
 

4. PARARELL PROCESSING IN THE VISUAL SYSTEM 
 

4.1. Two Visual Pathways 
 
Visual signals starting from the retina are transmitted to the visual cortex via two 

different pathways; one is the geniculostriate pathway and the other is the 
extrageniculostriatel pathway. The geniculostriate pathway conveys the visual signal to the 
striate cortex (primary visual cortex, area 17) by the relay cells of the dordal necleus of the 
lateral geniculate nucleus. While the extrageniculostriate pathway conveys the visual signal to 
the extrastriate visual cortex (secondary visual cortex, area 18/19) via the neurons in the 
superior colliculus and the pulvinar nucleus of the thalamus. The lateral posterior nucleus of 
the thalamus in rodents is a homology of the pulvinar in monkeys and a homology of the 
lateral posterior nucleus- pulvinar complex in cats (see Sasaki et al., 2008).  

Schneider (1969) posturated a separation between cording of location and identification 
of a visual stimulus; the retino-tectal and the geniculo-striatal pathways, respectively. The 
geniculostriate pathway serves for object perception and the extrageniculostriate pathway 
plays an important role in the visually guided orientation of eye, head, and body to the 
stimulus, and in detection of the brightness change (Sasaki et al., 2008). Involvement of the 
extrageniculostriate system in processing of the global features of a stimulus, such as 
brightness, contrast and intensity, rather than the detailed, local features, which is responsible 
for the geniculostriate system, has been suggested (Sasaki et al., 2008).  

 
 

4.2. Two Visual Streams 
 
Two paralell visual streams in the cortex are well known. The cortical flow of visual 

information starting at the striate cortex diverges into two streams; dorsal and ventral streams 
(Ungerleider and Miskin, 1982). The dorsal visual pathway is concerned to processing of 
spatiotemporal informations, visually guided action while the ventral pathway is involved in 
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processing of color and object cognition (Goodale and Milner, 1992; Ungerleider et al., 
1998).  

The geniculostriate pathway in monkeys is composed of magno-, parvo-, and konio-
cellular channels, each receives afferent projections from M (parasol), P (midget) and small 
bistratified retinal ganglion cells, respectively (see Rodieck, 1998). These channels 
correspond to motion, form and color processing (see Nicholls et al., 1992; Sincich and 
Horton, 2005). Extentions of the mago-cellular and parvo-cellular pathways are suggested to 
be responsible for the dorsal and the ventral streams, respectively (Livingstone and Hubel, 
1998).  

In cats and rodents, X-type (alpha) retinal ganglion cells project selectively to the dorsal 
part of the lateral geniculate nucleus, thus contribute to the geniculostriate system, while W-
cells (gamma) project to the superior colliculus, which is a part of the extrageniculostriate 
system. Y-cells (beta) project both to the lateral geniculate nucleus and the superior colliculus 
by bifurcating fibers (Hoffmann, 1973; Boycott and Wassle, 1974; Fukuda and Stone, 1974). 

X-cells have relatively large size of receptive field and thus X- system is involved in 
analysis of detailed features of a stimulus, while Y-cells have relatively fast conduction 
velocity and thus Y- system plays a role in analysis of movements of the stimulus, 
respectively (see Sasaki et al., 2008). X- and Y- system correspond to the parvo-cellular and 
mago-cellular systems in monkeys, respectively (Rodieck et al., 1985), although an debate 
has been exist about which cell classes in the monkey are most like to cat ganglion cell 
classes (Shapley and Perry, 1986). 

The global features of a stimulus are essential for action to the stimulus, and less 
important for the object perception, which requires more detailed features of the stimulus. 
Consistent with this view, the extrageniculostriate system contributes to an analysis of global 
features of a stimulus, and W-cells are mainly involved in the extrageniculostriate system 
(Sasaki et al., 2008). As compared to the X- and Y-systems, W-system is consisted of a 
heterogenus group of non-X and non-Y systems. From the evidence that the W-system has 
relatively slow conduction velocity and relatively low spatial resolution as compared to the 
X- and Y-systems, it is reasonable to consider that the W-system is an evolutionaly old 
system. It seems probable that the limbic system, which is also an evolutionaly old brain 
structure, receives the sensory inputs via the primitive sensory pathways. 

It has shown that there is a heavy projection from the superior colliculus to the pulvinar-
lateral posterior complex (cat, Graybiel,1972; rat, Perry, 1980; hamster, Mooney et al., 1984). 
Tectal cells which project to the pulvinar-lateral posterior complex located in the superficial 
layers of the superior colliculus, are innervated by W-type retinal axons (Hoffmann, 1973; 
Nagata and Hayashi, 1979). These suggest that W-system may convey visual information to 
the limbic system. 

Table 1 summarizes three systems for a visual signal analysis. Dorsal and ventral streams 
are consisted of Y-cell (mogno-cellular) and X-cell (parvo-cellular) systems, respectively. 
The dorsal stream is involved in the analysis of spatio-temporal features, while the ventral 
stream plays important roles in the analysis of figure and color. Thus the dorsal stream is 
concerned with information about ’where’ (Ungerleider and Miskin, 1982) and vision for 
’action’ (Goodale, 1993), while the ventral stream is concerned with information about ’what 
and vision for ’perception is concerned with information about ’where’ and vision for 
’action’. On the other hand, the subcortical pathway from the superior colliculus to the 
amygdala via the pulvinar nucleus involves W-cell, and is concerned with the analysis of 
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biological meanings (appetitive or aversive) and psychological meanings (pleasant or 
unpleasant) to produce emotion without acknowledged perceptual awareness. 
 

Table 1. Three levels of analysis for a visual signal. 
 

pathway            cell type      information       analysis                             output

dorsal stream        Y-cell          where            spatio-temporal�
                           (magno)                              conscious detectoion  =>    action�

ventral stream       X-cell         what              figure-color�
                            (parvo)                               conscious detection    =>    perception�

SC-Pul-Amy         W-cell         how              appetitive-aversive     =>    emotion
                                                                       pleasant-unpleasant

SC: superior colliculus, Pul: pulvinar nucleus, Amy: amygdala  
 
 

4.3. Three Hierarchies of the Brain 
 
In evolutionary lower animals such as planarian, adaptive behaviors are controlled by a 

primitive type of information processing mechanism which is termed as taxis. Planarian is the 
multicellular organism and belongs to the flatworm. It has a very simple nervous system and 
is one of the most primitive animals that has a brain (Agata et al., 1998; Agata, 2008; Aoki et 
al., 2009). Planarian shows approaching movements to a feed such as a block of lever of the 
chicken (positive chemo taxis) and escaping movements from a bright light (negative photo 
taxis). Former is necessary to obtain food, and the latter is useful for escaping from predators. 
Both of these are primitive types of adaptive behavior. 

Innate programmed behaviors in vertebrate are consisted of reflex and instinctive 
behaviors. Many reflexes elicit defensive or appetitive responses to stimuli incoming from 
outside and thus contribute to our survival. These reflexes are the bases for the conditioned 
responses in higher level of adaptive behavior (Pavlov, 1928). The center of the reflex arch 
located in the spinal cord or the lower brain stem. More integrated but still automatically 
regulated adaptive behaviors such as food-intake, regulation of body temperature, and sexual 
behaviors are controlled by activities of the hypothalamus, which innervates both the 
autonomic nervous system and the endocrine system (Fig. 25). Conscious behaviors are 
closely related to activities of the cerebral cortex, which developed later in evolution. These 
stratified behaviors seem to have close relation to a triune brain model to explain evolution of 
human brain (McLean, 1970). In this model human brain is consisted of three hierarchies 
(triune brain) from inside to outside. 
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Figure 25. Sensory afferents to the amygdala (Amy) are transmitted to at least three different structures.     
Aversive or appetitive values are transffered to the hypothalamus (Hypoth) for homeostatic regulation 
by the automatic nervous system and the endcrine system. The emotional consequences are expressed 
outside as a facial expression via the brain stem nuclei, such as the facial nucleus. The activity of the 
amygdala is interacted with those in the prefrontal cortex (prefrontal Cx).  

 
4.4. Limbic System 

 
Limbic system situated deeply inside the human brain, corresponding its function is a 

primitive judgment of the incoming stimulus. Whether a stimulus is aversive (dangerous, 
harmful) or necessary for the organism is estimated by the limbic system, especially in the 
amygdala. As a result of the judgment, a behavioral strategy whether 'approach to' or 'avoid 
from' the stimulus is determined. 

Appetitive and aversive stimuli are well defined in behavioral studies in animals (Sasaki 
and Yoshii, 1984; Sasaki et al., 1993). It has been demonstrated that the amygdala is involved 
in the processing of emotional stimuli (Zald, 2003). Lesion studies have shown that the 
amygdala is critical for fear and anxiety in rats (Davis, 1992a, 1992b; Falls and Davis, 1995; 
Malkani and Rosen, 2001). Lesions of the amygdala disrupted fear conditioning measured 
with fear-potentiated startle in rats (Hitchcock, 1987; Campeau, 1995; Campeau and Davis, 
1995). Functional imaging studies showed that the amygdala make evaluative judgments on 
appetitive and aversive stimuli (LaBar et al., 1998; Büchel et al., 1998; Sabatinelli et al., 
2005). Thus, it is suggested that the amygdala processes knowledge about stimuli and plays a 
crucial role in processing affective information conveyed by sensory stimuli (Adolphs, 1999; 
Sander et al., 2003; Williams et al., 2004). 

A scale for judgment to an incoming stimulus is ranged from danger, noxious, aversive, 
dislike to likelihood, appetitive, affective, and needs. This scale is not fixed but flexible in a 
certain range, and it is depending on the drive level of the organism. For example, food is 
very attracting objects for a hungry animal but is neutral for a saturated animal. If the 
stimulus is noxious or aversive, avoidance behavior will take place, and at the same time 
negative emotion will be produced automatically and unconsciously. If the stimulus is 
attractive, approaching behavior and positive emotion will be induced.  



Cortical and Subcortical Processing of Color 35

Aversive stimulus induces a negative emotion at the amygdala and elicits the autonomic 
and endcrine responses at the hypothalamus, to prepare for danger and to alert the incoming 
danger (Fig. 25). 

These primitive types of adaptive responses are performed subcortically without 
consciousness, and the consequence of the responses will be perceived and interpreted at the 
level of cerebral cortex. This is very similar for a case of somatic reflex to a noxious stimulus. 
Withdrawal of hand or foot to a noxious stimulus is controlled by spinal reflexes. The 
ascending sensory information is transmitted to the cortex, and then a series of events 
occurred are perceived later. 

 

 

Figure 26. Visual pathways for analysis of physical features and of biological meanings of the stimulus. 
The former is processed by the geniculostriate pathway which  branch off into dorsal and ventral 
streams. These pathways exert modulatory effects on producing emotion at the amygdala (Amy) via 
direct or indirect top-down pathways. The latter is processed by the extrageniculostriate pathway 
through the superior colliculus (SC) and the pulvinar nucleus of the thalamus (Pul) to the amygdala. 
These two systems are in pararell, thus the visual inputs are processed by the dual pathways to the 
amygdala.  LGNd: dorsal part of the lateral geniculate nucleus of the thalamus, V1: primary visual 
cortex, IT Cx: inferotemporal cortex, SC: superior colliculus, Pul: pulvinar nucleus of the thalamus, 
Amy: amygdala. 

 
4.5. Dual Processing Circuits of Visual Inputs 

 
Visual signal is processed not only in the visual system but also in the limbic system, 

which is non-specific to the visual processing. Amygdala is the core center for analyzing 
biological meanings of the stimulus in order to judge whether a stimulus is positive or 
negative for the organism (Klüver and Bucy, 1939; Rolles, 1999).  

Visual afferents to the amygdala are conveyed through either the inferotemporal visual 
cortex or the posterior thalamic nuclei (Fig. 26). Visual pathways to the amygdala have been 
well documented in rats. Substantial projections to the amygdala from the lateral posterior 
thalamic nucleus were found by several retrograde tract tracing techniques (Doron and 
Ledoux, 1999). In addition, injections of anterograde tracer biotinylated dextran amine into 
the lateral posterior thalamic nucleus resulted in heavy labeling in two amygdala-fugal 
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cortical areas: temporal cortex area 2 and dorsal perirhinal cortex, and moderate labeling in 
the lateral amygdaloid nucleus (Shi and Davis, 2001). 

A visual stimulus can be transmitted to the amygdala in rats via either geniculocortical 
(dorsal part of the lateral geniculate nucleus -> primary visual cortex, secondary visual cortex 
-> temporal cortex area 2 /perirhinal cortex) or extrageniculocortical (lateral posterior 
thalamic nucleus -> secondary visual cortex, temporal cortex area 2 /perirhinal cortex) 
pathways, or direct thalamo-amygdala projections (lateral posterior thalamic nucleus -> 
lateral amygdaloid nucleus). These visual pathways to the amygdala are suggested to be 
included in fear conditioning using a visual cue as conditioning stimulus (Shi and Davis, 
2001).  

Projections of the perirhinal cortex to the amygdala have been reported both in rats and 
monkeys (Shi and Cassell, 1999; McDonald et al., 1999; Suzuki, 1996b). It has long been 
appreciated that the cortex of the temporal pole in monkeys has interconnections with the 
amygdala. It has recognized that the medial portion of the temporal pole (part of the perihinal 
cortex) has reciprocal projections to the amygdala (Herzog and Van Hoesen, 1976; Aggleton 
et al., 1980; Turner et al., 1980; Suzuki, 1996a).  

These findings suggest that visual inputs are processed both in the visual cortex for object 
perception and in the amygdala for biological meanings. These two processes are performed 
in pararell in addition to a serial processing. The former depends on the tecto-thalamo-
amygdala projections, and the latter depends on the cortical top-down projections via the 
inferotemporal or the posterior parietal association cortex (Fig. 26). The results of Experiment 
2 and fear potentiation (Sasaki and Hanamoto, 2007) suggest that the top-down signals to the 
amygdala may play a role in modulation of the startle response and of emotion. 

 
 

4.6. Physiological Studies in Humans: Synchronous Activity of 
Inferotemporal Cortex and Amygdala 

 
Sabatinelli et al. (2005) reported correspondent functional imaging activity between 

amygdala and inferotemporal cortex during emotional picture viewing and suggested that the 
identified correspondence represents a structural covariation of affective meaning of the 
emotional contents. These data are consistent with a view that the cortical top-down pathway 
transmits visual signals from the inferotemporal cortex, including the perirhinal cortex, to the 
amygdala.  

The perirhinal cortex in both monkeys and rats is composed of two areas (areas 35 and 
36) (Suzuki, 1996b). In monkeys, perirhinal areas 35 and 36 form a band of cortex situated 
lateral to the full extent of the rhinal sulcus. On the ventral surface of the brain, the perirhinal 
cortex includes much of the inferotemporal gyrus (Suzuki, 1996b). Both the dorsal bank 
cortex (area 36) and the fundus of the rhinal sulcus (area 35) project to entorhinal cortex and 
amygdaloid nuclei (Shi and Cassell, 1999). The  entorhinal cortex also has significant 
projections to the amygdala (McDonald and Mascagni, 1997). 
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4.7. Blindsight and Extrageniculate Visual Pathway 
 
Some human patients with lesions to their primary visual cortex demonstrate residual 

visual capacity, without consious perception. The preserved ability to accurately respond to 
visual inputs has been demonstrated (Weiskrantz, 1996). The phenomenon is referred to 
blindsight. A possible mechanism for the blindsight has been proposed that a subcortical 
pathway can detect visual stimulus without the primary visual cortex. A patient is able to 
discriminate emotional facial expressions presented in his blind hemifield despite an 
extensive lesion of the corresponding striate cortex (Morris et al., 2001). One proposal is that 
this residual affective ability depends on a subcortical visual pathway comprising the superior 
colliculus, posterior thalamus (pulvinar) and amygdala (Morris et al., 1999; Morris et al., 
2001; Pegna et al., 2005).  

Recently, Goossens et al. (2007) examined the neural correlates of phobic fear by 
exposing spider phobic subjects to a visual presentation of spiders, using a functional imaging 
method. They found that spider phobics showed significantly increased activation in the 
amygdala and the pulvinar nucleus of the thalamus. These results support the involvement of 
an extrageniculostriate pathway in the process of phobic fear. 

Pulvinar activation, as well as the amygdala activation has been observed while viewing 
fearful expressions (Morris et al., 1999). With brief presentations, a patient with complete 
unilateral loss of the pulvinar was incapable of recognizing fearful expressions in his 
contralesional field  (Ward et al., 2007). They suggest that fear recognition is mediated by the 
human medial pulvinar and that the cortex in isolation from the entire pulvinar is incapable of 
recognizing fearful expressions. 

From these findings the coliculo-pulvinar-amygdala pathway is involved in the 
recognition of an affective feature of an object. This view is further supported by data that 
dysfunction of the amygdala is critically related to some affectional disorders (Mayberg et al., 
1999; Drevets, 2003). 

 
 

4.8. Amygdala and the Affective Disorders 
 
Functional connections between limbic structures and neocortex have long been 

considered critical to the evolution of emotional behaviors (James, 1884; Papez, 1937; 
MacLean, 1949; Rolls, 1990; Tucker et al., 1995). The limbic structures seem to be 
essentially included in affective, or mood disorders. Neuroimaging studies have identified 
neurophysiologic abnormalities in the amygdala, as well as the anatomically related areas of 
the prefrontal cortex, striatum, and thalamus in mood disorder (Drevets, 2000, 2003). 
Dysregulation of the interconnection of limbic-cortical pathways are hypothesized to play a 
role in the pathogenesis of the affective disorders (Mayberg, 1997; Mayberg et al., 1999). 
Sensory afferents via the thalamus to the amygdala thus provide a main source of the 
affection, mood, and emotion. 
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4.9. Amygdala Regulates the Prefrontal Cortical Activity 
 
Amygdala modulates activity in the prefrontal cortex. The prefrontal cortical neurons 

reduce their spontaneous activity as a function of a degree of fear. And the prefrontal activity 
is negatively correlated with the activity of the amygdala (Garcia et al., 1999). They 
suggested that abnormal amygdala-induced modulation of prefrontal neuronal activity may be 
involved in certain forms of anxiety disorder. In consistent with this, altered activity in the 
amygdala and the prefrontal cortex have been reported in mood disorders. Abnormal 
elevations of resting cerebral blood flow and glucose metabolism in the amygdala have been 
reported in familial pure depressive disorder (Drevets et al., 1992; Drevets, 2000; Drevets, 
2001). At the same time, reduction of activity in the prefrontal cortex in depressed subjects 
suffered from unipolar depression or in the depressed phase of bipolar disorder has been 
reported (Drevets, 2001). In contrast, subjects in the manic phase of bipolar disorder showed 
higher metabolism in the prefrontal cortex than control subjects (Drevets, 2001). These 
findings strongly suggest that amygdalar function is important for anxiety and fear responses 
and dysfunction of amygdala is critically involved in affective disorders. 

 
 

4.10. Multimodal Processing for Object Recognition 
 
The amygdala is in receipt of sensory information from many modalities. Direct 

projections from the medial geniculate body to the amygdala have been shown in rats and cats 
by using the retrograde axonal transport of horseradish peroxidase and fluorescent substances 
bisbenzimid and nuclear yellow (Ottersen and Ben-Ari, 1979; Maiskii et al., 1984; Doron and 
Ledoux, 1999; Russchen, 2004). The amygdala receives afferent projections also from the 
thalamic taste relay, and viscerosensory relay neurons (Turner and Herkenham, 1991). 

Object recognition is based on sensory information derived from not a single specific 
modality but multimodal information about the object. Recent studies relating multisensory 
processing revealed that the recognition of an object is performed not as a result of processing 
in a single modality, but as a result of integration of various sensory perceptions of different 
modalities (Shimojo and Shams, 2001; Shams et al., 2004). Indeed, visual perception is 
altered by other sensory modalities (Shipley, 1964; Walker and Scott, 1981; Welch et al., 
1986). Also, some neurons in the visual system show multimodal response characteristics, as 
well as amygdalar neurons (Schroeder et al., 2004; Rolls, 2004). From these findings it is 
suggested that the amygdala is involved in production of emotional responses based on 
multimodal sensory information. 

All of these facts support the hypothesis that the physical features of a sensory signal are 
analyzed in the cortex, while the biological features (positive or negative; appetitive or 
aversive) and also psychological features (pleasant or unpleasant; fear, anxiety, or happiness) 
are analyzed mainly in the amygdala (Table 1). The visual signals to the amygdala are 
conveyed via three pathways; cortico-amygdala pathway through the perirhinal cortex, 
cortico-pulvinar-amygdala pathway, and the tecto-pulvinar-amygdala pathway. The former 
two pathways via the cortex are related to the conscious perception of an object and the 
subcortical pathway is involved in unconscious perception. Both pathways may contribute to 
amygdalar recognition of biological and psychological meanings of an incoming stimulus to 
produce emotional responses. 
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5. CONCLUSION  
 
In this study the author proposed a new model for visual signal processing. It has been 

thought the visual signal is processed in the cortex for perception, and then the information is 
transferred to the limbic system for recognition. Here the author propose a dual processing 
model in which the visual signal is conveyed directly to the limbic system via a subcortical 
pathway, in addition to the cortical pathway. The dual processing circuits of the stimulus 
meanings provide a base for an explanation of differentiation or sprit of emotion and a logical 
mind, which is processed without and with consciousness, respectively. 
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ABSTRACT 
 

There are two basic approaches to studying color: one of them considers the issue of 
the physical reasons of color, the other investigates color perception. According to the 
first, color is not an objective physical entity; the second approach has many 
experimental evidences of color influence on human organism, for example, changes of 
the emotional condition, blood pressure, accuracy of perception, etc. The considered 
question can be formulated as follows: how color, being a sign without a referent, can 
make a real impact on the organism? A working hypothesis is that color is a non-
conventional objective sign. This hypothesis will be subjected to critical analysis from 
the point of view of psychology of development in order to ascertain whether the sign 
properties of color are innate or are formed by the influence of culture. Another topic is a 
role of color in the world cognition. This question was usually considered from the point 
of view of direct influence on the increase of the visual recognition accuracy. We will 
investigate a question of indirect influence of color by means of pre-setting of the 
nervous system to perception; this is possible thanks to the system character of 
perception. 
 
 

INTRODUCTION  
 
Traditionally, the problem of color realism includes the discussion of the capability of 

color to be a reason of visual experience of a certain type. The problem is often formulated in 
the form ‘what does it mean to be colored?’, and the possible answers to this question appeal 
to color perception. However, philosophers avoid discussing the very process of color action 
on the organism, considering perception to be a simple non-problematic source of knowledge 
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about the world. At the same time, raising the question concerning the ways of color action 
allows reformulating the issue of the color and reality relations. 

The main purpose of this article is to discuss precisely the mechanisms of the color 
perception processes and the ways of color action on the organism, during which the subject 
experiences the sense of reality and has a cognitive experience. Clarification of the 
mechanism of appearance of the subjective color experience, which is a result of influence on 
the organism of electro-magnetic waves carrying certain energy, allows bringing to light the 
usually missed peculiarities of the mind-body problem. Based on the data on the ways of 
color action on the organism, there will be discussed the following questions: ‘why does color 
make the perception more realistic?’ and ‘how does color influence the cognition process?’. 

In the first part there are considered the physical properties of color discovered by 
Newton and interaction of various colors. It is studied then how can color, being a 
characteristic of electromagnetic wave and not being a property of objects, exert, 
nevertheless, its influence on the organism. The main attention is given to non-uniqueness of 
such influence. For example, a thin ray of white color, moving along the eye retina, will 
produce different color sensations. Besides, the action of color changes the sensitivity of other 
sense organs and of twilight vision. The following issues will be discussed: how do the color-
sensing elements of the eye interact? How does color perception influence other sensor 
capabilities? What is the mechanism of transferring such influence? In this part I am using the 
data obtained by Russian physiologists whose work, as far as I know, has been rarely quoted. 
Nevertheless, the facts of mutual influence of various sensations have been known for a long 
time and are still being investigated by physiologists. At the same time, philosophers have 
been paying almost no attention to them. In the second part, we try to find the reason of 
philosophical inattentiveness to the adaptive changes of the sensor apparatus sensitivity. This 
consideration takes us to the Antique philosophy, in which there originated an orientation to 
identify the thought and being and then study the conceptions about the world in order to 
obtain knowledge. I call this orientation the principle of the being and thinking identity and 
show that it is the reason of so longstanding domination of the passive mirror paradigm of 
perception with consideration of experience as a separated isolated reaction of the organism 
to a singled-out irritant. These two suppositions about experience allow providing an 
isomorphism of cognition and existence; however, they have led philosophy into a dead-end. 
The views of philosophers on perception are full of myths and color perception is a good 
example to demonstrate irrelevancy of our conceptions about the process of acquiring 
experience. 

I contrast the conception that our cognition is a result of separate atomic contacts with the 
world with the principle of empirical holism, in which there is postulated continuity of 
sensations and their complex influence on the organism. Then, from the point of view of 
empirical holism, there are given answers to the critical arguments against the logical 
empiricism and there are suggested new ways of resolving the difficulties of the passive-
mirror conception: how does the sum of sensations form the bodies? How is the perception of 
space possible? How does color, not being an object, exert influence on the organism? 

In the third part, it is shown that the influence of color on the organism can be explained 
only by taking into account continuity of sensations and their complex character. There is 
considered, from the point of view of empirical holism, the question of how does color give a 
greater realism to the image. Several possible mechanisms of such action are indicated, from 
an additional excitation of nervous system produced by colors to amplification of the 
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organism reactions through influencing the emotional sphere. Finally, there are discussed the 
epistemological consequences of the perception continuity, which are illustrated by concrete 
examples of color influence on the organism. 

 
 

1. THE PHYSICAL PROPERTIES OF COLOR AND ITS  
INFLUENCE ON THE ORGANISM 

 
1.1. Newton on the Properties of Light and Color  

 
To get an idea about the physical nature of color, let us turn to the history of optics. Isaac 

Newton was the first to explain the nature of color. He did it while solving a technical 
problem of improving telescopes. Observation through lenses was accompanied by chromatic 
aberration: the edges of the objects visible in the telescope were surrounded by a colored 
fringe degrading the picture. To find out the reason of its appearance and of the fuzziness 
introduced into the observation of the objects through glasses, Newton studied the mechanism 
of appearance of colors in the experiments which lasted more than 10 years. There existed 
three explanations of the nature of color at that time. The first one was due to Aristotle and 
connected the effect of color appearance with the boundaries of objects; Hooke presumed that 
color is caused by various modes of oscillation of the ether medium; whereas other 
philosophers believed that color is born out of shadow and light mixing. According to 
Newton, all these viewpoints had the same mistake of assuming that colors are not inherent in 
light from the beginning but acquired in reflection and refraction and generated by theses 
processes themselves. In particular, concerning the observation of prism’s decomposition of 
white light into its spectra it was presumed that the colors are an effect introduced by the 
prism itself. However, Newton could not accept these ideas, since color effects were 
manifested also without bodies: in rainbow, prisms, glasses, and liquids. He demonstrated 
that colors are contained in white light itself, they are inherent in it, not just appearing in 
reflections and refractions. To verify this, Newton decomposed first a light ray with the help 
of a prism and then recomposed the rays using a lens and a second prism. In both cases there 
was obtained the same white light as before the decomposition, which means that the 
prismatic colors do not disappear while forming whiteness but only mix together. 
Decomposition of white light into its spectra is possible due to the fact that the rays with 
different wavelengths have different refraction coefficients. Therefore, the bodies lighted by 
the composite light, seem to be fuzzy and colored; whereas the bodies lighted by 
homogeneous light seem distinct and are colored the same way as they are if you look at them 
simply by naked eyes. 

 
DEFIN. VII ‘The Light whose Rays are all alike Refrangible, I call Simple, Homogeneal 

and Similar; and that whose Rays are some more Refrangible than others, I call Compound, 
Heterogeneal and Dissimilar. 

DEFIN. VIII The Colours of Homogeneal Lights, I call Primary, Homogeneal and 
Simple, and those of Heterogeneal Lights, Heterogeneal and Compound’1 
 
                                                           

1 Newton 1979 p. 4. 
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If we make the colors, obtained by decomposition, pass through a second prism, then the 
colored ray does not decompose further; i.e. this color is ‘pure’ or ‘simple’ because it contains 
the rays with one and the same wavelength. It also gave witness to the fact that the colors are 
not an effect of refraction in the prism but a property of the rays. Newton came to a 
conclusion that the prism serves just to separate the rays already present in the original light. 
At the same time, Newton understood that color arises as a result of interaction between the 
light radiation and our sensuous ability; the rays do not have colorings on their own. 

Newton, following Descartes, supposed light to be corpuscles; but explained differently 
the reason of color sensation. Newton considered the speed of the particles to be the cause of 
our experiences of color, while Descartes thought it had to do with their rate of rotation.2 

Later, when instead of Newton’s corpuscular optics, Ch. Huygens, T. Young, and O. 
Fresnel developed wave optics, Descartes’ explanation of the color sensation became more 
accepted and colors started to be explained by the differences in wavelength. 

 
The sensation of different colors depends on the different frequency of vibrations excited 

by light in the retina… Сause a sensation of light by beating and dashing against the bottom of 
the eye, something after the manner that vibrations in the air cause a sensation of sound by 
beating against the organs of hearing. Now, the most free and natural application of this 
hypothesis to the solution of phenomena I take to be this that the agitated parts of bodies, 
according to their several sizes, figures, and motions, do excite vibrations in the ether of 
various depths or bignesses, which, being promiscuously propagated through that medium to 
our eyes, effect in us a sensation of light of a white color; but if by any means those of 
unequal bignesses be separated from one another, the largest beget a sensation of a red color; 
the least, or shortest, of a deep violet, and the intermediate ones of intermediate colors.3 
 
The explanation, given to the physical nature of color as wavelength, is basic nowadays. 

However, the subjective experience of color does not coincide with its objective 
characteristics as an electromagnetic wave of given energy. The perception of color may 
depend both on physical conditions (brightness, intensity, wavelength) and psychological 
readiness to perceive it. Although the color that we see depends on the characteristics of the 
rays coming to eyes, the connection between the color impression and physical composition 
of the stimulant is not simple. The rays, being different by composition, may cause absolutely 
identical observations of color. For example, white color can be obtained by mixing various 
pairs of complementary colors, the monochromatic yellow cannot be told apart from the 
mixture of red and green rays. 

Besides, one and the same stimulant may give different sensations of color. For example, 
if a narrow white colored ray gets to various segments of the eye’s retina, then, depending on 
the position of the ray, its color will change from red in the central part of the eye and through 
orange and yellow to blue and violet spot in the ray’s center on the periphery of the eye. 

Non-uniqueness of the correspondence between the light stimulant and reaction to it does 
not allow giving an unambiguous definition of color and requires taking into account a wide 
range of phenomena such as general picture of the excitation of the color-sensitive 
apparatuses and their interaction. 

 
                                                           

2 Harré 1981. 
3 Young 1859 pp. 51-52. 
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1.2. Interaction of the Color-Sensing Elements of the Eye 
 
A general picture of activation of the color-sensing apparatuses is given by the tristimulus 

theory, which presumes the presence of red-green- and blue-sensing cone cells in the eye 
retina. Color perception is connected with the fact that the absorbed photons stimulate 
decomposition of various pigments reacting in the cone cells due to incoming light. The 
perception of other colors is a result of their interaction; however, a number of experiments 
bear witness to the phenomena that the perceptions of monochromatic light and of the 
corresponding mixture of colors are not identical. 

For example, according to the tristimulus theory, the yellow color perception depends on 
the excitation of the green- and red-sensing apparatuses of our color vision and is not 
independent. However, a number of observations show relative independence of yellow color 
from the excitation by green and red. For instance, after irritation of the eye by 
monochromatic yellow, its sensitivity to perception of blue color increases; whereas, after 
irritation by a mixture of red and green, it does not.4 Another effect is connected with the fact 
that the boundaries of the peripheral vision’s domain for yellow color are wider than for 
green. Hartridge (1947) demonstrated that the presence of a yellow spot in the vision field 
increases the sensitivity of color resolution for the irritants of small angular size. The 
presence of red and green spots yielded no change in the visibility threshold of the control 
color spot. 

Non-uniqueness of the reaction manifests also in non-equal time of reaction to various 
color irritants. Some colors excite faster the reacting apparatus of the retina’s rod cells, others 
affect the slowly reacting cone cells; the difference of the sensation time for rod and cone 
cells results in the difference of perception of brightness. Therefore, for two colors of the 
same brightness but different hue the rate of the sensation appearance is different.5 

Piéron (1945) discovered that the rate of the blue color perception is minimal, whereas 
the perception of red and green colors has the maximal rate. The rate of sensation appearance 
was increasing for the red and green irritant differently and varied depending on adaptation 
since green color wearies the eye less. Different rate of the color sensations arising and 
developing leads to some interesting phenomena. For example, a disc with black and white 
sectors, which has been put into rotation, will be perceived as reddish, while the color 
distribution will depend on the rotation velocity. This is the result of the fact that the red rays, 
being components of the white color reflected from the white sectors, are perceived faster 
than the blue ones. A time difference arises also in the process of attenuation of after-images 
of different colors, the red excitation attenuating the fastest of all. If we compare the yellow 
and white irritation in the darkness conditions, then it will turn out that the subsequent image 
of the yellow irritation fades away faster, which serves as an argument for the introduction of 
yellow lights in cars.6 Finally, the inhibiting influence of the cone-cell apparatus on the rod-
cell one is widely known. 

                                                           
4 Schwartz 1946 vol. 3. 
5 Piéron 1945. 
6 Kravkov 1950 p. 345. 
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The lighting of the central pit of the retina by red, blue and green colors results in 
diminishing excitability of the peripheral vision to a significantly greater degree than the 
lighting by the mixed white light.7 

 
 

1.3. The Color Perception and the Mutual Interaction of Various Systems of 
the Organism  

 
Colors exhibit a complex influence on the organism, which is not limited to the action on 

the visual apparatus but they excite or inhibit the abilities of perceiving the signals from other 
sense organs and also the thinking processes. There is also a backward influence when the 
irritations of other afferent systems may lead to the change in the color perception. 

The question about the afferent systems interaction has been studied for a long time. For 
example, the first mentioning of this effect is due to Urbantschisch (1888), who asked the test 
persons to look at colored spots from such distance that the colors could not be identified. 
With the tuning-fork sound, the previously undistinguishable colors would become clearly 
visible. V. V. Lazarev (1904) demonstrated the dependence of the perceived sound volume on 
the illumination. He would, by turns, illuminate and darken a screen in front of the audience; 
and those present would hear distinctly that during the darkening of the screen the pitch-fork 
sound became quieter than on the light. Although the early researchers had established the 
facts of mutual influence of various afferent systems, they neither discovered regularities in 
the reactions nor indicated possible mechanisms of mutual interrelation of various afferent 
systems. The question concerning interrelation of the stimuli of various modalities was 
considered more specifically by the academician L.F. Orbeli (1935), whose collaborates had 
conducted many experiments trying to uncover such influence, in particular, regarding the 
action of color on the organism. 

Depending on the color of the irritant acting on the eye, there occur some changes in the 
condition of both the eyes and the organism as a whole. Consider specific examples. 
Zaretskaya (1941) discovered that lighting one eye by green results in decreasing the 
intraocular pressure in the other eye, which amount to 80 percent from the initial level after 
20 minutes after the exposition’s beginning. Lighting the eye by red color of the same 
brightness increases the intraocular pressure in the eye being studied. She discovered also that 
under the adaptation to green the blind spot decreases; under the adaptation to red, on the 
contrary, grows. 

The general physiological condition noticeably influences color vision. Hypoxia 
significantly changes the thresholds of color vision, almost without any influence on the 
twilight one. The oxygen shortage, corresponding to the height of 5000 meters, leads to 
increasing sensitivity to red and yellow, diminishing the sensitivity to blue and green.8 

The experiments by O. A. Dobryakova (1948) showed that general stimulation of the 
central nervous system, for example, an intense intellectual work, increases the sensitivity not 
only to the visual irritants but also to the acoustic, osmatic, and gustative ones. 

                                                           
7 Lebedinskii, Pressman, Fadeeva 1948 pp. 104-111. 
8 Mkrtycheva L. I., Samsonova V. G. 1948. 
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The color-perceiving apparatus is connected also with the auditory one. For example, L. 
A. Schwartz (1949) demonstrated that adaptation of eyes to green color increases the auditory 
sensitivity; whereas, to red color, diminishes.  

Kravkov (1934) investigated the changes of sensitivity of color vision in its dependence 
on the character of the sound and showed that, with sounds, the sensitivity to green and blue 
increases, whereas to red and orange decreases in proportion to sound’s volume. In his 
laboratory, there were discovered analogous effects for the boundaries of color field: the 
boundaries of green and blue fields are getting wider with sounds, whereas of orange one, 
narrower. 

Later, Kravkov observed that “in the conditions of loud noise produced by the aircraft 
engine, light sensitivity of twilight vision dropped down to 20 percent of its level in the quiet 
conditions before the start of auditory irritation”.9 Semenovskaya demonstrated that, after the 
cessation of sound, light sensitivity of the peripheral vision increases above the norm. The 
same effect is produced by an easy muscular work. Besides, Semenovskaya (1933) showed 
that lighting the eye by red light increases the sensitivity of twilight vision, whereas loud 
noise decreases it. 

There were investigated also the influences of osmatic and gustative irritations on vision. 
For example, L. I. Seletskaya (1941) established that under the influence of rosemary smell 
the boundaries of the vision field for green are getting wider, whereas for red, conversely, 
they get narrower; and under the influence of indole smell there was observed a reverse 
narrowing of the vision field boundaries for green and widening, for red. 

The research by Dobryakova (1944) of the gustative sensitivity showed that the sugar 
taste increases the color sensitivity to the region of blue-green rays and decreases it to the 
orange-red ones. Some changes in color vision arise also under the presence of stimuli from 
the proprioceptive apparatus. Schwartz (1946) established the influence of the proprioceptive 
irritants: with the head thrown back, the sensitivity to green color of 520 mm perceivably 
decreases, reaching after 90 minutes the 25 percent of the initial value; whereas, the 
sensitivity to orange-red somewhat increases. The muscular working capacity increases under 
green illumination and drops under red one. 

The above mentioned studies show that a single perception influences the functioning of 
many other system of the organism. As applied to color, numerous experiments showed that 
under the influence of non-direct irritants (sounds, smells, chemical substances) there is 
observed a significant change of color perception of green-blue and orange-red rays, which 
are situated nearer to the center of the perceivable range; whereas, for the boundary rays of 
the spectrum − red and violet − it remains unchanged. 

 
For example, we saw that the auditory irritants increase the sensitivity of the dark-

adapted eye in relation to orange-red rays; illumination of eyes make the sounds we hear 
louder; the tactile irritation of the hand by a weak electric current diminishes the auditory 
sensitivity; the hearing thresholds may change under the influence of osmatic sensations; 
illumination of eyes is favorable for the tactile sensitivity.10 
 

                                                           
9 Kravkov 1948 p. 17. 
10 Ibid p. 110. 
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Single perceptions change the sensitivity of all sense organs, which indicates that the 
organism functions as a united, integral system. Under the irritation of one of sense organs, 
changes of the sensitivity in other sense organs sometimes take place after some time and 
develop during several minutes; and the effect from the irritant action is accompanied by a 
long aftereffect. At times, a secondary sensor irritant would give start to the sensitivity 
changing lasting more than half-hour and reaching maximum at the 20th minute and then the 
process would recede. 

Schwartz (1948) proposed a hypothesis that the character of the irritant’s influence is 
connected to the emotional condition, which accompanies the action of the irritant. To check 
her idea, she studied the influence of pleasant and disagreeable accords (consonance and 
dissonance) on the color perception and found that not only the action of sound but also the 
recollection about it produce very similar effects (see the table below reproduced from 
Schwartz, p. 317). 

 
Influence of the recollection about the irritant on the subsequent  

sensitivity of color vision. 
 

Time of the aftereffect, minutes  Secondary irritant  Color  
1 10 20 30 

Consonance (major 
third) 

Red 
Yellow 
Green 
Blue 

130 
131 
64 
63 

134 
157 
60 
62 

134 
158 
61 
65 

113 
135 
68 
75 

Dissonance (minor 
second)  

Red 
Yellow 
Green 
Blue 

70 
71 
153 
124 

66 
65 
186 
187 

63 
62 
199 
150 

79 
73 
173 
129 

Recollection of the 
consonance  

Red 
Green 

126 
69 

183 
62 

139 
60 

120 
69 

Recollection of the 
dissonance 

Red 
Green 

64 
140 

68 
159 

65 
179 

75 
123 

(The background is taken as 100 percent, the irritant action was during 2 min.) 
 
In order to establish whether it is the emotional mindset that plays the role, not the action 

of the auditory irritant, she conducted another series of experiments, where the test persons 
were asked to recollect a joyful or sad event which played a significant role in their personal 
life. The results also confirmed the connection between the pleasant feelings and increasing 
sensitivity to red color, as well as between the unpleasant ones and increasing sensitivity to 
green color. 

Summing up the discussion on mutual influences of various systems of the organism, we 
should indicate common features in the processes of the color sensitivity reaction to 
secondary irritants. The common in the action of various irritants on the organism is the 
character of changes taking place in the vegetative nervous system. Such irritants as sound, 
the smell of bergamot oil, camphor, rosemary, a sweet taste, slight thermal irritation activate 
the sympathetic branch of the nervous system; whereas, the indole smell and the thrown-back 
position of the head stimulate the parasympathetic branch.  
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The vegetative system has a central character and the vegetative shifts are one of the 
ways of influencing color vision. Let us consider in more detail the possible mechanisms of 
mutual interrelation of sense organs. 

 
 

1.4. The Mechanisms of Mutual Influence of Sense Organs  
 
The question about the mechanism of influencing was studied in detail by S. V. Kravkov; 

and in the sequel I will keep to his classification of the mutual influence factors. 
 

Ephaptic Connections 
Excitation of a certain nervous fiber is able to influence the condition of the adjacent 

nerves. Such way is called the influence through touch and was confirmed by juxtaposition of 
the encephalograms taken from the neighboring nerves at the moment of excitation of one of 
them and in the period of rest. Besides the direct excitation of the close-by nerves, the excited 
fiber may influence the irritation thresholds; i.e., the excitability of the nearby nerves.11 

 
Irradiation Effect. The Rule of Leveling and Exaggeration 

The influence of secondary irritant may manifest as an increase of sensitivity to some 
types of signals or decrease of sensitivity to some others. For example, sounds increase the 
vision acuity in distinguishing dark objects in front of a light background and diminish the 
ability to distinguish light object on a dark background. To explain such facts it was 
necessary to acknowledge non-uniformity of distribution of the additional excitation: it 
‘comes in a larger degree where there is already sufficient excitation and in a smaller degree 
to the less excited segments of our visual apparatus’.12 This regularity is close to the dominant 
principle formulated by Ukhtomskii: ‘the leading locus of excitation … accumulates in itself 
the excitation from the distant’.13 

 
Connections between Centers 

There are a large number of associating fibers between various segments of the cerebral 
cortex which may both stimulate and inhibit activity of the centers connected with them. For 
example, color vision exerts the inhibiting influence on the peripheral twilight vision by 
lowering sensitivity of the rod cells. In the experiments, where the test person was suggested, 
under hypnosis, the presence of irritations, there was demonstrated that the change of 
sensitivity depends in a greater degree on the processes in the nervous centers, not in the 
nerves. 

 
The Role of the Vegetative Nervous System 

The vegetative nervous system influences the functional changing of all the excitable 
tissues including the sense organs. L.A. Orbeli demonstrated that the vegetative nervous 

                                                           
11 Katz, Schmidt 1940. 
12  My translation from Russian: Kravkov 1948 p. 110. In original: “в большей степени 
притекает туда, где уже имеется значительное возбуждение, и в меньшей мере 
добавляется к слабо возбужденным участкам нашего зрительного аппарата”. 

13 Ukhtomskii 1925 p. 60. 



Anna Storozhuk 60

system plays an important role in regulating functional systems of the organism. Since all the 
sense nerves pass through hypothalamus where the vegetative centers are located, irritation of 
any receptor may cause, besides a specific sensation, some changes throughout the entire 
organism: the heart rate increase, the change of blood pressure or breathing frequency and so 
on. The changes of the vegetative system have an extensive character, touching the entire 
organism or its large segments; therefore, the vegetative system is one of the most important 
ways through which some sense organs can influence others. For example, the influence of 
the green- and blue-sensing apparatuses of vision is connected with the sympathetic nervous 
system; whereas, the orange-red influence the parasympathetic one. Correspondingly, any 
influences on the corresponding system change the color sensitivity; for example, throwing 
back of the head increases sensitivity to red color and decreases, to green. 

 
Sensor Conditioned Reflexes 

The associative connections increase the sensations being expected or even generate 
them. For instance, a sight of an unlit cigarette may create illusion of the tobacco smell. 

 
The Changing of Physiological Readiness of the Organism to Perception 

Under the influence of irritation of one sense organ, there may change a condition which 
determines the readiness of perception of another sense organ. For example, sharp sound 
causes pupils narrowing which results in changing the conditions of light getting to the light-
sensitive elements of the retina. The changes of the sensitivity thresholds of a sense organ 
under the influence of secondary irritations can be put into the same class. 

Distinguishing the above mechanisms is a theoretical abstraction. In reality there always 
take place all the mentioned mutual influences, so that it is impossible to draw exact borders. 
‘In such cases, there usually takes place restructuring of the adaptation reactions, which may 
create unfavorable conditions for those irritants which are not in the focus of attention at the 
given moment’.14 

It should be indicated that each second our body receives hundreds of irritations coming 
both from interoception, muscular-articular sense, vestibular system and so on, and from 
exteroceptors. In particular, there was experimentally established the influence of unheard 
sounds and invisible light irritants. Taking into account that ‘our sensations may … change 
significantly depending on the action of secondary irritants to the subject, so weak on their 
own that they cannot produce any sensations’,15 perception should be considered integrally, 
as a systemic process causing the global changes in the organism; not as an isolated separate 
act. All that was said above on the character of color action on the organism and mutual 
influence of various sensor systems on each other requires revising our conceptions 
concerning perception as a simple fixation of experience’s data. Activity of perception has 
lately become a widely discussed topic; however, in what follows I will discuss the problems 

                                                           
14 My translation from Russian: Kravkov 1948 p. 88. In original: “В подобных случаях обычно 
происходит перестройка приспособительных реакций, могущая создать неблагоприятные 
условия для тех из раздражителей, которые не находятся в данный момент в фокусе 
внимания”. 

15 My translation from Russian: Kravkov 1948 p. 110. In original: “наши ощущения могут… 
заметным образом меняться в зависимости от действия на субъекта побочных 
раздражителей, настолько слабых самих по себе, что сами они каких-либо ощущений не 
вызывают”. 
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connected with another myth about perception: thinking about experience as an isolated 
atomic fact. Experience should be considered not as isolated acts of vision and hearing, but as 
a continuous process of mutually interrelated sensations. From my point of view, all 
misconceptions related to experience and, therefore, the cognition processes in general, have 
a common source which will be discussed next. 

 
 

2. THE SOURCE OF THE MYTHS ABOUT EXPERIENCE:  
THE PRINCIPLE OF THE BEING AND THINKING IDENTITY  

 
The topic of this section concerns discussion of the general foundations of our 

epistemological preferences; thus, it is somewhat abstract and, nolens volens, will take us 
away from our discussion of color, though they provide a nice example of inadequacy of our 
notions about experience. Probably, the reader has already noticed that the physiological 
research on color action on the organism, whose results were mentioned above, is rather old. 
In fact, the question of integration of sense organs was raised and experimentally studied 
already in the end of the 19th century and, by the middle of the 20th century, significant factual 
material had been accumulated. However, the physiologists’ results had not been grasped and 
taken into account by philosophers, who are still considering experience as photography, as a 
simple objective source of knowledge about the world. The goal of this section is to uncover 
the reasons of such inertia of philosophical thinking. 

In my opinion, the main source of the philosophical myths about experience is an 
orientation, formed in antiquity, toward studying thinking as the main source of knowledge 
about the world. This orientation was first formulated by Parmenides, according to whom, to 
think and to be is one and the same. I will refer to this orientation as the principle of the being 
and thinking identity. This principle was used implicitly, is still being applied, and has been 
of bad service: due to it, philosophy deviated from studying nature, having substituted it by 
studying the thoughts about nature. The goal of a brief review below is to familiarize the 
reader with the history of this principle.  

 
 

1.1. The History of the Principle of the Being and Thinking Identity  
 

Parmenides 
The goal of Parmenides was to solve the problems resulted from Heraclitus’ dynamics of 

nature. One of those problems was the problem of existence, because in order to exist the 
becoming should each moment arise from non-being and disappear into non-being. The 
second problem was the cognitive problem, because if we are to cognize the constantly 
changing world, then knowledge is impossible. To resolve this issues, Parmenides 
distinguishes a way of truth and a way of opinion; the former being a way of thinking, the 
second, of sensual cognition. 

Both the possibility of cognition of the true existence and the existence of this true 
existence is derived from thinking. ‘The one [way] that it is and that it is not possible not to 
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be’.16 It is because any really thinking object cannot not to exist, at least in thinking or as a 
thought; therefore, what is thought exists. Then, Parmenides makes a conclusion: 

 
For thought and being are the same. (B 3) 
Thinking and the thought that it is are the same; for you will not find thought apart from 

what is, in relation to which it is uttered. (B 8.)17 
 
The identity of thinking and being allowed Parmenides moving away from dynamism and 

fluidity of things and substantiating the existence of the world and its cognizability; however, 
this principle put an end to natural philosophy. Since that time, studying thinking and 
studying language had become the main task of philosophy. 

 
Plato 

Plato considered ‘Ideas’ or ‘Forms’ to be the source of existence and cognition, while 
ascribing the properties of fluidity and non-being to matter which in conjunction with Ideas 
becomes the source of ordinary things. Since knowledge was connected with Ideas, Plato 
assigned a great importance to searching the definitions of the thing. ‘To know that … F –, 
one must be able to say what the F, or Fness, is’.18 The definition of knowledge according to 
Plato implicitly presupposes the identity of being and thinking, since expressibility of things 
in language became the criterion of knowing things. The supposition ‘to know is to be able to 
say’ forms a research orientation, having been perfected by his pupil Aristotle, of looking for 
a true definition in order to cognize the essence of the thing. 

 
Aristotle 

Since a definition of a thing requires indicating essential features, Aristotle developed an 
apparatus of language analysis with the purpose of searching for essence. In order to cognize 
the essence of a thing or what it is, it was necessary to assign it to a certain sort and class. 
Such a classification procedure was carried out by the analysis of notions. Aristotle is merited 
with the development of the foundations of logic; and one important contribution to the 
problem of relation between thinking and existence was his rule: ‘existence is not a 
predicate’. This means that existence cannot be the subject of a logical proof. The method of 
Aristotle had been used during many centuries by the scholastics up to appearance of Early 
modern philosophy. 

 
Descartes 

Descartes, the founder of the Early modern philosophy, directly connected being with 
thinking, considering ‘cogito ergo sum’ trustworthy. Let someone doubt his existence, but 
then there is, at least, the doubt. Then Descartes assigns this act of doubt to himself; it follows 
from this that I am a doubting thing, and hence ‘I think therefore I am’. Certainly, the proof of 
Descartes is erroneous; the impossibility of correct proof follows from Aristotle’s result. Let 
us demonstrate that this proof is neither necessary nor sufficient.  

 

                                                           
16 Curd 2004 p. 58-59. 
17 Ibid. pp. 34-36. 
18 Dancy 2004 p. 36. 
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Necessity 
Imagine you have the following dream: you see a person in contemplation, who would 

say to you, “I think therefore I am”. 
You object, “Dear sir, you do not exist. You are only my dream”. 
He would respond, “I doubted too that I was, but decided that since I doubted I existed”. 
You continue to insist: “you with your doubts are only being dreamt by me, but you do 

not exist, don’t you understand?”  
He says, “I have thought about it too that I might be mistaken, but since I am mistaken 

than I am”. 
An imaginary dialogue can be continued ad infinitum, but since the presence of an act of 

thinking is accompanied by assigning a subject to the process of thinking, the dispute is 
unresolvable. With confidence, we can only affirm the presence of a certain thinking act: 
doubt, mistake and so on.  

 
Sufficiency 

The fact that the presence of thinking is not sufficient to confirm one’s own existence can 
be demonstrated by referring to medical practice dealing with the depersonalization-
derealization syndrome. The basic forms of depersonalization may concern either the 
alienation of the outside world, or the alienation of one’s own body, or the alienation of one’s 
own self. The patient feels that his sensations and/or actions are detached from him, moved 
away, are not his own, are lost. At that, the person continues to think and be aware of himself, 
though in an alienated fashion. Thus, the presence of consciousness is not sufficient for the 
belief in one’s own existence. There are described in the clinical practice such cases when the 
person consider his thoughts to be not his; the patients may complain that their feelings are 
separated, are alien to them, are not their own or lost; or experience a sensation that their 
thoughts or movements belong to someone else or they feel themselves as playing on stage19. 
It is not at all so that the entire reality is experienced by the sufferer as imposed from outside, 
set up by somebody. No, part of his feelings would be perceived by the person as his own. 
Nevertheless, the presence of thinking does not guarantee the feeling of existence, since 
depersonalization is accompanied sometimes by the feeling of derealization, unlikeliness of 
surroundings, by lost of belief in the existence of one’s own self. 

While reasoning about thinking and existence, Descartes set a problem, developed not 
only by philosophy but also psychology and other cognitive sciences. The mind-body 
problem was one of the basic problems of Early modern philosophy, and to solve it Leibnitz 
proposed a conception of pre-established harmony. 

 
Leibnitz 

The conception of pre-established harmony required coordination of the particles-
monades which were the elements of the universe. Their nature was physical-psychic, they 
possessed both physical and psychic (perception and memory) properties. To realize the 
psycho-physical dualism, a possibility of interaction between such different substances was 
necessary. To provide such possibility, Leibnitz performed a certain mixing of the notions of 
material (physical) and logical causality. 

                                                           
19 The description of the symptom and the examples see: Simeon Abugel 2006; Sadock 2008 p. 

296. 
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Rational arguments draw their validity in the non-contradiction law and those, whose 
negation would lead to contradiction considered to be true. In distinction from logical, the 
metaphysical statements do not possess such necessity, and to endow the latter with the 
validity of the former, there was performed ascribing to the logical necessity the possibility of 
providing the ontological status of things. As an example, we can quote the following 
aphorisms by Leibnitz: 

 
31. Our reasonings are grounded upon two great principles, that of contradiction, in virtue 

of which we judge false that which involves a contradiction, and true that which is opposed or 
contradictory to the false. 

32. And that of sufficient reason, in virtue of which we hold that there can be no fact real 
or existing, no statement true, unless therebe a sufficient reason, why it should be so and not 
otherwise, although these reasons usually cannot be known by us.20 
 
As the quoted excerpts show, being or existence and the logical property of absence of 

contradiction are considered to be essentially equivalent with respect to causality relations. 
Mixing the notions of the logical and physical causality is a necessary condition of 
application of the principle of the being and thinking identity; this mixing provides the 
possibility of application of the principle both in ontology and cognitive theory, because it 
allows moving from the domain of physical entities to logical statements and backwards. The 
pre-established harmony of Leibnitz were put in the foundation of symbolism, according to 
which only names may symbolize objects and only statements may symbolize facts. 

 
Wittgenstein 

The analytic tradition implicitly used the given principle to construct a logically flawless 
language by way of elimination of polysemanticity. To provide the possibility of 
juxtaposition of the world and language, the world was assigned the property of atomicity, 
discreteness, which is clearly seen from the following aphorism by L. Wittgenstein: ‘1.1 The 
world is the totality of facts, not of things’, where ontology provides the opportunity to 
juxtapose one atomic sentence with one fact in order to produce the sought for isomorphism 
of language and the world. Wittgenstein’s picture theory of representation presupposes a 
correspondence of the structure of the world to the logical structure of a sentence. 

 
4.12 Propositions can represent the whole of reality, but they cannot represent what they 

must have in common with reality in order to be able to represent it –– logical form. In order 
to be able to represent logical form, we should have to be able to station ourselves outside the 
world.  

4.121. Propositions cannot represent logical form: it is mirrored in them. What finds its 
reflection in language, language cannot represent. What expresses itself in language, we 
cannot express by means of language. Propositions show the logical form of reality. They 
display it. 
 
Thus, establishing the possibility of one-to-one transition from language to what is in the 

world solves the problems of gaining knowledge about the world through language and 
ensures validity of propositions (since the world is mirrored in them). The advantage of the 

                                                           
20 Leibniz 2008 p. 196. 
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established possibility of one-to-one transition from language to reality consists of providing 
the possibility of obtaining knowledge about the world through analysis of language. Thus, 
the problem of realism is reduced to the problem of truthfulness and meaningfulness of 
sentences. However, for Wittgenstein’s picture theory of language, the names of non-existing 
objects and the names of non-objects, the names of colors in particular, pose a problem. 

 
One cannot say of a name — for example, the name of a simple color R — that it is the 

name of a color. Or that it means such-and-such color. For one would be using the formal 
concepts of name and color in order to do so. Objects can only be named. Propositions can 
only say how things are, describe the contingent states of affairs in which objects are 
concatenated.21 
 
The picture theory is based on implicit usage of the principle of the being and thinking 

identity and considers experience to be a means of unambiguous translation of the state of 
affairs into language. To provide such translation, experience must be a simple reflection of 
the world; to be a source of atomic propositions, experience must be a pure problem-free 
source of knowledge about the world. Besides, following the tradition of logical atomism, 
Wittgenstein ascribes the discreteness property to experience, so that each proposition would 
correspond to one isolated fact only. Such discretization of experience became a source of 
troubles for both realism and the semantics of color. 

 
Modern Analytic Tradition 

In the analytic tradition, a large attention has been paid to the color realism problem, and, 
hence, to the definition of the notion of color (identity of the being and existence!). The 
question ‘what does it mean to be red (colored)’ has been discussed from the position of 
semantics. Usually, the definitions of red implicitly presuppose a reference to the sensual 
experience. ‘A perceptible object is red iff it looks red in standard circumstances’.22 

Such definition, containing a biconditional term ‘red’ in both sides, makes us think about 
vicious circle. The given quotation rather provides us with a definition of standard 
circumstances, not a definition of red. Because of that, the initial definitions were made more 
complex; however, a more sophisticated version, whose development was undertaken to 
avoid the vicious circle, also contained a reference to sensation. 

 
(RED’3) Y is red’ iff Y is a sensation of a phenomenal type Y such that (a), (under 

standard conditions and in the absence of beliefs to the effect that experiences are not to be 
trusted) having a sensation of type Y disposes an English-speaking subject to hold ‘x is red’ 
true iff x is the cause of y and (b) objects classified as ‘red’ by English-speaking subjects are 
disposed to cause sensations of type Y (under standard conditions and in a given subject).23 
 
This definition is made more complex by the reference to a phenomenal type, which is an 

attempt to introduce a division on classes, characteristic for language, into the sphere of the 
objects of experience. This trick is similar to Russell’s theory of types, which divides sets into 
types in order to avoid the set-theoretical paradoxes. As a whole, such classification is an 

                                                           
21 Hacker 2001 p. 147. 
22 Peacocke 1984 р. 365. 
23 Glüer 2007 p.124. 
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attempt to fix the way of perceiving the objects in changing conditions; i.e., one more 
example of ascribing static character to perception, which quite fits the paradigm of the being 
and thinking identity. From the point of view of passive paradigm, the optimal situation 
would be the absence of any changes to provide stability in color perception. Such definitions 
of red should be considered from the point of view of their necessity and sufficiency. To do 
that, we consider several examples. 

 
 

1) Necessity 
 
One should “hold ‘x is red’ true iff x is the cause of y and (b) objects classified as ‘red’ 

by English-speaking subjects are disposed to cause sensations of type Y (under standard 
conditions and in a given subject)”. However, nobody would classify as ‘red’ a signal 
perceived not by vision but, for example, by the skin surface in standard conditions. Red 
gives a sensation of warmth, not of red color, if it is sensed by the skin not by eyes. This 
example illustrates a general statement, known as Müller's doctrine of specific nerve energies. 
The law of specific nerve energies was first proposed in 1826 by J. Müller who defined 
perception according to pathway by which the sensory information is carried. The origin of 
the sensation does not determine the type of sensation. For example, pressing on the eye, 
action of electric current or chemical irritant all elicit the sensations of flashes of light. 

 
The same cause, such as electricity, can simultaneously affect all sensory organs, since 

they are all sensitive to it; and yet, every sensory nerve reacts to it differently; one nerve 
perceives it as light, another hears its sound, another one smells it; another tastes the 
electricity, and another one feels it as pain and shock… Sensation is not the conduction of a 
quality or state of external bodies to consciousness, but the conduction of a quality or state of 
our nerves to consciousness, excited by an external cause.24 
 
 

2) Sufficiency 
 
Let x be Mars. In this case, the English-speaking subject would hold ‘x to be red’. 

However, is it really that Mars is perceived as red? Are there many philosophers that can 
locate this planet on the starry sky? It looks like an ordinary star, being less bright than 
Jupiter or Venus. It shines like other stars; its color is almost as white as of the distant stars. If 
you look closely and very attentively, you can perceive a slight yellowish tincture. Mars does 

                                                           
24 Müller 1844. s. 667. Translated by Edwin Clarke and Charles Donald O'Malley. The original 

text: „Sind die Nerven bloss Leiter für die Eindrücke des Lichtes, der Tonschwingung, der 
Riechstoffe wie kommt es, dass derjenige Nerve, welcher die Riechstoffe riecht nur für diese 
Art von Eindrucken ist, für andere nicht, und dass ein anderer Nerve die Riechstoffe nicht 
riechen kann; dass dor Nerve, welcher die Lichtmaterie oder die Oscillationen derselben 
empfindet, die Oscillationen der schallleitenden Körper nicht empfindet, der Gehörnerve für das 
Licht, der Geschmacknerve für die unempfindlich ist, der Gefühlsnerve die Schwingungen 
Körper nicht als Ton, sondern als Gefühl von Erbitterungen. Diese Betrachtungen haben die 
Physiologen genöthigt, einzelnen Sinnesnerven eine specifische Empfänglichkeit für Eindrücke 



Color: Ontological Status and Epistemic Role 67

not look red. From the point of view of color realism, we should not consider the observation 
conditions to be normal. However, a look to the night sky is a quite ordinary observation, 
though Mars shines with a color different from the one that is seen on the photo of its surface 
made by a powerful telescope. Therefore, we cannot conclude that Mars ‘causes sensations of 
type Y’ and that ‘the object x is classified as ‘red’ by English-speaking subjects’. 

Concluding the historic excursus on the principle of the being and thinking identity, I 
would emphasize that this principle is in the foundation of the tradition of investigating 
thinking instead of existence. Thanks to it, philosophers’ activity today is devoted to 
clarifying the notions and, to a great extent, has turned into the debate about words. 
Philosophers have received many times the indications of the falsity of this principle. For 
example, Ch. Fillmor (1968) and G. Lakoff (1965) have established, during the development 
of semantics and syntax, some discrepancies between the structures of consciousness and the 
outward structures of language. 

The history of science abounds in the proofs of this principle’s falsity, in particular, the 
theory of atomic structure of matter, according to which the matter of the atom is 
concentrated in its center, which contradicts the manifested palpable solidity of the things. 
Another example is quantum mechanics with its discreteness and imaginary numbers, which 
so clearly contradicts the common notions about the continuity of processes and their being of 
real type! The world is arranged differently in comparison to our usual way of perceiving it, 
whereas our sense organs provide us only with an approximation sufficient for existence in a 
rather narrow range of conditions. 

However, why is it so that philosophy continues to follow the orientation to study 
language, not the world? The reasons of inertia of the philosophical thinking lie not only in 
the antiquity of the linguistic tradition but also in the conveniences it provides. First of all, 
there is postulated the existence of the outside world or objective reality which is considered 
to be primary and a source of sensations. Secondly, cognizability of the world is presumed 
through the representational context, reality being the reason of sensation. Both physicalism 
and representationalism, presuming 'transparency' of perceptual experience, have the 'research 
aims to identify the material referents of phenomenal concepts’.25 Finally, the identity of 
being and thinking ensures the cognition’s adequacy. 

Thus, the passive paradigm provides an automatic resolution of the basic question of 
ontology and epistemology. However, the traditional picture theory, together with 
conveniences, has got some problems which are difficult to resolve within the framework of 
this conception. Let us mention several of them: 

 
• how are the two-dimensional retinal images transformed into three-dimensional 

bodies; 
• how is the knowledge possible about something outside of the vision field, for 

example,the back side of the Moon; 
• how is the perception of (empty) space possible; 
• how does a sum of sensations form the bodies; 
• what is the ontological status of color – a quality which is not an object. 
                                                                                                                                                               

zuzuschreiben, vermöge welcher sie nur Leiter gewisse Qualitäten, nicht aber für andere sein 
sollten“. 

25 Papineau 2003 p. 207. 
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Besides the problems of clarification of some issues, there are critical arguments, many 
of them addressing too simplified understanding of experience. Slashing criticism of the 
passive conception had finally led to the situation when the rationalist tradition was left 
practically without a cognition theory, and experience as a method of obtaining scientific 
knowledge was discredited. 

 
 

2.2. Critical Arguments against Experience 
 
The positivists thought that there exists pure experience, expressed by the ‘protocol 

sentences’, on whose basis the scientific facts are formulated. Facts are reliable objective 
evidences, confirming hypotheses. Experience may confirm or refute a hypothesis and, on the 
basis of experience’s data, the decision on falsity or truthfulness of any statement is to be 
made. However, there have been voiced a number of critical arguments against experience, 
which undermined the trust to experience as an ‘objective independent evidence’. Let us 
consider in more detail the criticism of the empirical foundations of the scientific method.  

 
Underdetermination of theories by evidence (W. V. Quine). 
W. V. Quine (1969) indicated that the sensual data do not determine the scientific 

theories. It means that one and the same collection of facts may be explained from the point of 
view of various theories. Since the facts confirm more than one theory, they cannot be brought 
in as the grounds of preferring one theory to another; that is, cannot be engaged as 
independent evidences.26 
 
 

2) Historical Development of the Scientific Fact (L. Fleck) 
 
In the year of 1935, there was published a book by Ludwig Fleck, in which he considered 

the history of development of the medical conceptions about deceases. He demonstrated that 
the perception of data, description of the decease, and its diagnostics depends, in a decisive 
manner, on the conceptions being dominant in the society. It means that the fact is not 
invariant and objective evidence, but is a subject of historical development. Correspondingly, 
truthfulness or falsity of the evidence cannot be absolute but is determined by the context and 
style of thinking within which it was stated: ‘Concerning other proto-ideas, such as the Greek 
pre-idea of the atom or that of the elements, we are also unable to decide whether they are 
right or wrong if they are taken out of their chronological context, because they correspond to 
a different thought collective and a different thought style’.27 Thus, Fleck points out that fact 
cannot be independent objective evidence and cannot be considered as a reliable foundation 
of scientific knowledge. 

 
 

                                                           
26 Quine 1969 pp. 26-68. 
27 Fleck 1981 p. 25. 
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3) Theoretical Ladenness of Observations (P. Duhem, N. R. Hanson, T. Kun, 
P. Feyerabend) 

 
The question of ladenness of observations was first raised by P. Duhem in his 1905 

book ‘The Aim and Structure of Physical Theory’. Describing the physical experiment, he 
indicated that obtaining the data of the experiment can be subdivided on two parts. The first 
part is observation; and to observe it suffices to be attentive and have a possibility to perceive. 
The second part of experiment consists of interpretation of observations which requires the 
knowledge of many physical theories and the skills of applying them. ‘A physical experiment 
is not simply the observation of a group of facts but also the translation of these facts into a 
symbolic language with the aid of rules borrowed from physical theories’.28 

Duhem connects theoretical ladenness only with the theoretical interpretation of 
observations, assuming that the observation itself neither depend on the observer nor requires 
the knowledge of the theory. A stronger claim was made by Hanson (1958) in his ‘Patterns of 
Discovery’. 

Norwood Russell Hanson started the book by considering the following example: two 
microbiologists are looking at Amoeba in a microscope; and, having been asked what they 
saw, one of them replies that he saw the nuclear, mitochondria, cytoplasm and other cell 
structure, while the other says that he saw the organs of movement and eating. The 
discrepancy between the answers is caused by the fact that the first considers amoeba to be a 
cell, whereas the second, an animal. Is this difference just a consequence of different 
interpretation of what they saw? Hanson claims that the difference here is much deeper: the 
microbiologists really see different things. 

How is it possible to see different things while observing the same object? The physicist 
and the Eskimo child, while looking at a roentgen tube, have the same visual data; but the 
ways of their visual cognition are different, therefore one of them does not perceive the same 
thing through vision as the other. Observation is not just the presence of a visual experience 
but also a way, through which this visual experience is acquired. Hanson claims that vision 
contains more than just sensual data; and the difference of the sensual experience is caused by 
no means by different interpretations of the seen: vision takes place before any interpretation. 
Theoretical ladenness is a necessary condition of observation, because we tend to see what we 
expect to see. 

The philosophical significance of the thesis of theoretical ladenness is that observation 
cannot be used for verification of the theory, since it is ‘infected’ with theoretical assumption 
and, therefore, there arises the danger of a vicious circle: we compare not the theory with the 
observations but the theory with the theory. Hence, observation cannot be an objective source 
of data about the world, since not only the interpretation of observation but the perception 
itself depends on the theoretical context. 

 
 
 
 
 

                                                           
28 Duhem 1954 p. 156. 
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4) Impossibility to Draw a Line between Theory and Experience (G. 
Maxwell) 

 
The positivists thought that there exists a distinct boundary between the observable and 

non-observable; moreover, it was considered that the observable was that that can be 
observed directly, by naked eye. However, in modern science, observation is becoming more 
and more indirect. When the instruments were less sophisticated, it was considered that they 
just amplify the sense organs. That which can be viewed in a binocular, can be also viewed by 
the eyes, if you come close enough. With such understanding, the usage of instruments in 
observation cannot be a source of problems. However, sophistication of the observation 
equipment has lead to the situation when many scientific observations can hardly be called 
‘direct’. There are objects, such as electron, which can be detected only with the help of 
special devices.  

The empiricism dogma about the existence of a distinct boundary between the observable 
and non-observable was criticized in a Grover Maxwell’s (1962) article. The main thesis of 
Maxwell is that there is no clear-cut boundary between the observable and theoretical. 
Maxwell begins his argument with a remark that such expressions as ‘theoretical entities’ and 
‘dichotomy of the theoretical and observable’ are examples of erroneous categories. Terms 
and conceptions are theoretical, whereas entities can be observable or non-observable. Two 
questions follow from this distinction: is it possible to split our language into theoretical and 
non-theoretical parts and can we classify objects on observable and non-observable? 

Maxwell gives negative answers to both of these questions. While compiling 
experimental reports, we use such words as ‘mass’, ‘impulse’ and must conclude that our 
language is laden with theory. Besides, our ‘theoretical’ knowledge significantly influences 
our perception. Suppose we show a tennis ball to a Stone Age man. He would not see it being 
a tennis ball, because to perceive a tennis ball one needs a conception of playing tennis. Thus, 
our language is substantially laden with theory. 

Maxwell also rejects the possibility of subdivision of objects to observable and non-
observable, because observability is most connected with the level of the technology 
development and the power of the instruments used for observation. Therefore, there exists a 
continuous sequence of the vision processes: vision through air, through a window, through a 
binocular, through an optic microscope, and through an electronic microscope. Thus, we 
cannot draw a clear line between the observable and non-observable: while genes were 
considered to be theoretical objects prior to invention of the electronic microscope, now we 
can see them in a microscope. Thus, the notion of observability does not presume that the 
given object can be viewed here and now. The object can be temporarily non-observable for 
various reasons, but it may become observable under different, more favorable circumstances. 
Observability is a principal possibility of being seen; thus, х is observable if the conditions 
exist such that if we put х there we will observe it.29 

To sum up, Maxwell demonstrated that we cannot use the notion of observability as a 
ground to state that no theoretical objects exist. Maxwell’s argument is directed, for the most 
part, against resolution of the question about the ontological status of objects. Contrary to the 
positivists who considered real only that is observable, Maxwell insists that we must believe 

                                                           
29 Maxwell 1962 p.16. 
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in reality of directly non-observable objects, because observability of an object, postulated by 
the theory, depends more on the level of technology development than on its nature. 

The source of the passive paradigm’s reliability – the hypothesis of an isomorphism 
between the objective reality and its reflection in consciousness – has ultimately led to 
relativism. Also, though some of the problems of ontology and cognition theory had received 
natural solutions, there appeared also some problems whose resolution required different 
conceptions about experience. 

 
 

2.3. The Myths about Experience: Passivity and Discreteness of Perception 
 
It was necessary for the tradition, which assumed an isomorphism of world and thinking, 

to formulate such conceptions about experience that one-to-one correspondence would be 
guaranteed. A passive paradigm, where perception is considered as a direct reflection of the 
world, was quite convenient for that purpose. Within the framework of the passive paradigm, 
the main question of philosophy − 'to identify the material referents of phenomenal concepts’ 
− presupposed that a state of mind is caused by our experience (for instance, experience of 
color), and experience is represented in mind by ‘qualia’.30 

 
а) philosophical myths about experience: passivity of perception 
 
In the end of the XX century, there was appearing more and more often another 

understanding of experience; the conceptions of passive reflection of reality were substituted 
by the understanding of experience as active, according to which observation includes motor 
activity. It was established that perception is impossible without movements; the necessity of 
motor impulses was experimentally discovered even for hearing – which apparatus is hidden 
deep inside a bone and, therefore, lacks its own movements. 

The paradigm change took place under the influence of criticism; moreover, the main 
critical arguments put forth against experience were the direct consequences of the perception 
activity. Activity of perception includes searching, gathering, processing and ordering the 
information coming from the sense organs. Let us show that the above-mentioned criticism is 
a direct corollary of the perception activity. 

 
 

The Thesis of Underdeterminacy as a Corollary of Perception Activity  
 
Activity of perception, expressed as searching the information relevant for the observer, 

points to underdeterminacy of the data perception. Since perception is an active search of the 
information which the subject expects to find and which corresponds to his/her current 
interests and needs, one and the same situation will be perceived differently by the observer at 
different moments of time. On a higher level, this selectiveness of search leads to 
underdeterminacy of the theory by data. 

 
 
                                                           

30 Shoemaker 2003 p. 253-255. 
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Historical Development of the Scientific Fact as a Corollary of the Perception 
Activity  

 
Since activity of perception includes gathering of the relevant information, which 

corresponds to observer’s expectations, this results in selecting the confirming examples. 
Each piece of experimental evidence will be interpreted according to the point of view, which 
the researcher subscribes to. Therefore, the fact possesses cultural relativity; the process of 
observation and formulation of its result turn out to be dependent on the dominating 
conceptions. Correspondingly, the change of the world outlook places the accents differently 
and requires reformulation of the evidence; so the scientific fact is not ‘reliable’ non-
problematic evidence objectively showing the state of affairs in the world. It is a ‘subject of 
historic development’; and both its interpretation and the perception itself depend, in 
particular, on the views and the world outlook accepted in the society. 

 
 

Theoretical Ladenness of Observations as a Corollary of the Perception 
Activity 

 
Sorting the obtained information is performed on the initial stages of perception and 

includes categorization: first, a rough one (visual image, sound, perception), then a notional 
one, which according to J. S. Bruner (1974) differs only by the degree of specification, not by 
nature. Thus, perception always turns out to be notionally laden; and any ‘pure’ perception is 
plainly impossible. The categorization process makes perception meaningful, which is 
confirmed by the examples of ‘conceptual blindness’ described by the eye surgeons. 

 
A person is describing his first visual experience after the cataract removal: 
 

He heard a voice coming from in front of him and to one side: he turned to the source of 
the sound and saw a ‘blur’. He realized that this must be a face. Upon careful questioning, he 
seemed to think that he would not have known that this is a face if he had not previously heard 
the voice and known that voices came from faces.31 
 
A man without visual experience ‘sees’ only the chaos of colored spots, not 

understanding what is in front of him. This example shows a direct dependence of the real-
time perception on the ability of categorization; i.e., the dependence of vision on theoretical 
interpretation. 

 
 

Impossibility of Drawing a Boundary between Theory and Experience as a 
Corollary of the Perception Activity 

 
Processing information includes interpretation and understanding of the perceived. On 

this stage, important roles are played by the prior experience, intentions, needs and many 
other factors, which are difficult to control, due to which the descriptions of one and the same 
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situation by different observers are different. Therefore, observation turns out to be so 
connected with theoretical expectations and axiological orientations that it is impossible to 
draw a clear line between objective vision and subjective orientations. 

 
b) philosophical myths about experience: discreteness of perception  
 
The tradition of considering experience as atomic and perception as a single act of 

receiving a signal of a certain sensor modality takes its origin in the necessity to adjust the 
conception of experience to the structure of language: a separate word must signify a separate 
object and a separate statement, a simple isolated fact. Such correspondence makes the 
understanding of experience compatible with the passive mirror paradigm. The formed 
tradition to consider experience as a succession of isolated discrete acts provides us with too 
simplified a picture. Beginning from the logical atomism and up to the first half of the XX-th 
century, the language was considered as a collection of separate sentences. Experience was 
also considered as a single isolated fact which can be expressed in the form of protocol or 
basic sentence. 

It should be said in defense of the picture theory that there are physiological premises to 
treat perception as discrete. In part, such understanding is connected with our possibility of 
movement, which allows us to constantly change the vision field and constantly perceive 
something new. The organization of nervous system is such that it reacts more actively on 
new stimuli, rapidly lowering its activity in habituation. Accordingly, the first impression is 
the strongest and brightest; and it is this impression that is being referred to while talking 
about the observation of a fact or a state of affairs expressed by a separate sentence. 

Another premise is the ability of vision to single out the objects from the background. A 
sophisticated complex of sensations coming, for example, from a cup is combined with the 
traces of the previous experience, as well as with the current goal orientations and thus form 
an image which we are used to denote by one word − ‘cup’. The process of perception of the 
cup is caused by formation of a complicated sensations complex. The permanent flow of 
sensations of different kinds is such that no sensation is exactly identical to any other, which 
is possible due to constant movement of eyes. 

 
There are three types of eye movements that may be made when tracking visual 

stimulus… Reflexive saccadic eye movements occur in response to the sudden on set of a 
peripheral stimulus… Voluntary saccadic eye movements occur under voluntary or planned 
control… Smooth pursuit eye movements represent a third type of eye movements used in 
tracking visual stimuli.32 
 
The eye’s fovea changes its position ones in every 150-200 ms. The saccadic eye 

movements have the capacity to accelerate up to 1000 degrees/second.33 The saccadic eye 
movements are very rapid and occur every 100-200 ms. The average saccade takes only 25-
30 ms. Taking the day as 12 hours and the duration of every new phase of visual sensation to 
be 200 ms each, we get that only vision would provide us with more than 216,000 sensations 
per day. Hearing, skin and osmesis give no less sensations; and there are even more 
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33 Erickson 2007 p. 58. 
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sensations from the muscle movements. And all this numerous psychic acts connect with each 
other every second and thus form sophisticated complexes of sensations, which we perceive 
as objects or surfaces, spatial extension or the rays of light. 

As it was indicated earlier, it is impossible to explain how the person perceives the bodies 
while considering experience to be a discrete collection of sensations. However, as the logical 
atomism afterward gave place to theoretical holism in the form of the Duhem−Quine thesis,34 
also for experience the idea of independence of isolated perceptions must give way to a 
conception taking into account the experience continuity, the mutual influence of sense 
organs and the role of perceived information in creation of general tuning of the organism. 
Therefore, I am formulating  

 
 

The Principle of Empirical Holism 
 
Perception is a continuous in time process of action on the body of a sophisticated 

complex of irritants of various modality, which exert influence on the entire organism and its 
motor activity, whose excitation action on the sense organs we experience as sensation due to 
fixation of our attention on a part of the jointly acting stimuli being a small portion of the 
complete set of irritants. 

On the mind-body language, this principle means that not only the informational 
component of the perceived signal should be taken into account but the influence of the 
signals on the condition of the body, since it is the latter that determines our ability to 
perceive. The body is a necessary mediator between the physical signal and its mental image. 
The body determines, to a large extent, which ones of the dozens of thousands of sensations 
acting on the organism each minute are worth of our attention and the action of which should 
be inhibited. For the philosopher, the body is the dwelling place of the enigma of the mind − 
brain relations and already because of this it requires attention. For this reason, the next 
paragraph will be devoted to the influence of the color perception on the body and the 
discussion of the question how the body can be a source of belief in existence. Let us consider 
first how the empirical holism principle may be used to overcome the traditional difficulties 
of the picture theory. 

 
 

2.4. The Difficulties of the Picture Theory from the Point of View of the 
Empirical Holism Principle 

 
how does the sum of sensations form bodies; 
 
The jointly acting irritants are responsible for objectivity of our vision; it is precisely 

thanks to the complex character of perception that we see not the chaos of colored spots but 
the objects. The mechanism of the sensations connection was clarified in the conditioned 
reflexes theory of I. P. Pavlov, who indicated that if two different irritations had appeared 
simultaneously for some time, then a little afterwards the appearance of one of them would 
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induce recollection and reaction to the other. Studying the mechanisms of the conditioned 
reflexes imprinting, Pavlov noticed that the coinciding in time sensations – visual, acoustic, 
tactile, gustative, or osmatic – are connected by the brain in such way that the appearance of 
one of these sensations causes expectation of some other. In such fashion, a photo of a 
fragrant flower may create a smell sensation. After the sensations of different modalities are 
combined in an integral complex, the presentation of one of them evokes from memory the 
idea about the others and there arises an idea about the object. As a result, the constantly 
concomitant sensations are united into relatively stable entities, so that the action of one of 
them immediately evokes in memory the entire complex; and so we see the objects, not a 
bunch of colored spots. The vision on its own is not sufficient for perception of the world; the 
continuity of experience is necessary combined with the traces of the former experience. 
Connection of sensations is accompanied by formation of concepts based on the past 
experience related to manipulation with the given object or action in a given situation. To 
explain objectivity of vision, we need to consider not an isolated observation but experience 
in a wider context which includes interaction of the sense organs of various modality and 
integration with the past experience. 

 
how are two-dimensional retinal images transformed into three-dimensional bodies; 
 

The skill of vision is formed in early age together with the sense of touch, trying tastes, 
and manipulations with objects providing the idea of the objects extensionality. A prerequisite 
for the extensionality perception is the sufficient development of the spatial conceptions 
which are formed, to a large degree, due to observer’s activity. The lack of either motional or 
sensor experience prevents one from perceiving the things as three-dimensional. The effect of 
seeing the world as flat can be produced artificially; such experiment was described by J. 
Gibson (1950) who created for himself certain presetting of vision in order to perceive the 
room not as a room but as a picture. To differentiate between two modes of vision he 
introduced the notions of visible field and visible world.35 
 
Perception of objects may change to perception of picture also in the conditions when the 

normal perception of space is disturbed. Such effect was described by G. M. Stratton (1896) 
in the experiment with wearing lenses that turn the image upside down and invert it from left 
to right. 

 
All images at first appeared to be inverted; the room and all in it seemed upside down. 

The hands when stretched out from below into the visual field seemed to enter from above. 
Yet although these images were clear an definite, they did not at first seem to be real things, 
like the things we see in normal vision, but they seemed to be misplaced, false, or illusory 
images between the observer and the objects or things themselves. For the memory-images 
brought over from normal vision still continued to be the standard and criterion of reality. The 
present perceptions were for some time translated involuntarily into the language of normal 
vision; the present visual perceptions were used simply as signs to determine how and where 
the object would appear if it could be seen with restored normal vision. Things were thus seen 
in one way and thought of in a far different way. This held true also of my body. For the parts 
of my body were felt to lie where they would have appeared had the instrument been 
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removed; they were seen to be in another position. But the older tactual and visual localization 
was still the real localization.36 
 
how the knowledge about the things outside of the vision field is possible, for example, 

the knowledge about the back side of the Moon; 
 
Since perception has a complex character, the synthesis of information of various 

modalities gives an integral idea about the objects. Suppose we have never seen the given 
tomato, but since we have many times before held various other fruits we know that this 
tomato possesses a back side though we do not see it. Since there is a possibility to turn the 
visible object or walk around them, the idea of three dimensions becomes an unalienable 
property of our thinking about the objects. 

Various spatial positions of the lightened hemi-sphere of the Moon with respect to the 
observer on the Earth, which turn the Moon into Crescent, surely indicate three-dimensional 
character of this body and, extrapolating the experience we have, we may draw a conclusion 
about this celestial body. 

Note that oftentimes quite abstract or even theoretical ideas get involved in the 
conceptions about the objects. This is indeed so, and the very setting of the question about the 
other side of the Moon was impossible while the influence of Aristotle’s authority was strong 
and the Moon was viewed as a perfect celestial body fixed on a crystal sphere. Such question 
could be raised only after the works of Galileo, who established material integrity of the 
celestial and earthly worlds and this made possible the extrapolation of the experience 
obtained in the condition of Earth to the celestial bodies. From the positions of empirical 
holism, to see means to have knowledge of a certain kind; vision is an amalgam of sensations, 
accumulated experience, expectations and intentions of the observer, theoretical orientations 
and language. 

 
how the perception of (empty) space is possible; 
 
Space is a complex conceptual-sensor entity, an uttermost generalization of the sensor 

data of various modalities. The capability of such large-scale synthesis is formed for a person 
only by the age of 12-13 years provided he/she possesses a sufficiently diverse life 
experience. For example, the pygmies of Africa, spending most of their life in the jungle, are 
not able to correctly estimate the distances on the open terrain. 

R. Held and A. Hein conducted an experiment with two kittens; one of them was 
harnessed into a little cart and moved on its own, while the other was sitting tied in the cart. 
The rest of time the kittens spent in darkness. As a result, the active kitten would see 
normally; whereas the spatial vision failed to be formed for the passive one. Thus, the sensor-
motor experience is necessary to correctly form the space-related conceptions. An important 
role is played by the exercises in estimation the perspective and changing the distances and 
the angles of observation of the objects. 

At the same time, the sensor apparatus is equipped with special receptors perceiving only 
the spatial characteristics. For example, the sense of touch gives information about the spatial 
position of the irritating action; the sense of hearing can localize the sound source in space 
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(binaural hearing); there are the cells in the retina that react on the movement in a certain 
direction and the cells whose excitation is caused only by presentation of lines of a precise 
inclination. 

Moreover, perception is provided not only by the five, known already from the Antiquity, 
organs of sense. There is also proprioception and interoception, providing the brain with 
information about the spatial position of the body, velocities and accelerations experienced by 
each muscle, and about the body orientation in space with respect to the vertical direction. 
The movements of the observer give information about the spatial characteristics of the 
environment; and this information, provided the corresponding experience is present, 
generates the perception of space. As it was indicated in the beginning, the data of various 
sensor systems are the foundation of synthesis of the spatial conceptions which development 
is consummated only in the adolescent age. 

 
The issue of color realism will be discussed in the next chapter. 
 
Summing up this chapter, we should emphasize the necessity of taking into account the 

integrity of experience, since sensations (even ones we are not aware of) play an important 
role in the observer’s presetting for perception. A practical significance of such presetting is 
huge; it provides the very possibility of observation and perception. ‘In such cases there is 
usually takes place reorganization of the adaptive reactions, which may create unfavorable 
conditions for those irritants that are not in the focus of attention at the moment’.37 The 
influence of presetting is a general property of perception in general: we are inclined to pay 
attention only to those details of the surroundings that may serve solving our problems, while 
we disregard all the rest. However, it is customary now to treat experience as a succession of 
isolated observations occurring independently from each other. I connect the supposition 
about the experience discreteness with the philosophical premise concerning an isomorphism 
of thinking and the world, which I call the principle of the being and thinking identity. To 
ensure one-to-one correspondence, experience must be simple reflection of the reality. And 
since thoughts are expressed in the language consisting of separate sentences, experience was 
ascribed discreteness allowing assigning a separate fact to a separate sentence. 

The picture theory was criticized and had some unsolved problems. In this chapter there 
was formulated the empirical holism principle and, based on it, there were suggested possible 
solutions of the problems of passive conceptions and the answer to criticism was given. 

 
 
3. COLOR REALISM AND OTHER PHILOSOPHICAL ISSUES OF THE 

MUTUAL INFLUENCE OF SENSE ORGANS 
 
Why is it important for the philosopher to know about the mechanism of perception? 

Because this knowledge allows shedding new light on the main question of philosophy: the 
mind-body problem. Since perception is a process during which material signals are 

                                                           
37 My translation from Russian: Kravkov 1948 p. 88. The original text is: “В подобных случаях 
обычно происходит перестройка приспособительных реакций, могущая создать 
неблагоприятные условия для тех из раздражителей, которые не находятся в данный 
момент в фокусе внимания”. 
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transformed into mental images, its investigation allows considering the mind-body relations 
in a quite localized fashion. The problem is that mind and body have absolutely different 
properties. In the sphere of the brain the informational processes controlled by electric 
impulses are dominant. The body is controlled by the electric signals not directly but 
chemically when there come into the blood the substances which exert stimulating or 
inhibiting influence on the entire organism. The endocrine glands, which produce 
neurotransmitters and hormones, are the mediators in passing the information from the brain 
to the body. The action of the chemical agents is non-local; it covers sufficiently vast domains 
of the organism. The control of the hormone systems is executed by the subcortical structures 
of the brain, for example, hypophysis and reticular formation, which influence the general 
condition of the entire body including the brain. 

Signals from the sense organs come first to the subcortical structures, where they are 
additionally processed. These signals proceed by two paths: specific or nonspecific 
somatosensory pathways. The first path goes through the thalamus core and serves for the 
prompt and precise transfer of signals from the sense organs of one modality. The activating 
influences, coming from the thalamus cores, affect only some limited regions of the cortex. 
The selective increase of activity of a small region of the cerebral cortex organizes the 
attention by activating, against the general background, the work of a small number of cortex 
cells. Usually, the neurons of exactly those sections of the cortex are activated that are 
engaged at the moment in the most important for the organism activity. This significantly 
fosters the realization of specific functions of the brain: perception and processing of the most 
needful signals, and execution of the top-priority motional acts. 

The nonspecific afferent paths go through reticular formation, where there takes place the 
synthesis of information having come from various sense organs. The nonspecific system 
provides with information the nervous centers responsible for coordination of all the systems 
of the organism. The ascending influences from reticular formation are slower and cover the 
entire cortex in a diffusive fashion, causing a general change of its functional condition. The 
experiments on animals showed that irritation of the nonspecific system increases the general 
activity level, the level of attentiveness to external signals and improves their perception. The 
impulses of the nonspecific system play an important role in regulating functional condition 
of the cerebral cortex neurons. These impulses are especially amplified under the action of 
new irritations, preparing the organism ahead of time to reacting to an unexpected situation. 
This always takes place in the investigatory reactions and initial stages of development of a 
conditioned reflex. The regulation of sensitivity is carried out by the vegetative nervous 
system which changes its state under the irritants action. 

Thus, an external signal never produces an exclusively specific effect manifested in the 
perception act. Irritation of any sense organ induces at least four responses in the organism: 
sensor reaction or sensation (under the over-threshold irritation), motor, emotional and 
vegetative reactions. Correspondingly, color also exerts a complex influence on the organism 
which allows talking not only about the epistemological role of color but also discussing the 
ontological issues. 
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3.1. Color and Realism: Continuity of Experience as a Source of Belief in 
Existence 

 
Color brings about more realism in the TV film images. The display of colors in the 

illustrative pictures and on TV screen greatly increases their realism as well as the 
enjoyment.38 One of the mechanisms of increasing the color realism is the formation of 
emotional mood. In such fashion, red color is associated with apprehension; green, with 
tranquility; blue induces the feeling of coolness and so on. One of biological functions of 
emotions is amplification of reactions; thus, by inducing emotions, color makes sensations 
and the experience of the feeling of reality more intense. ‘Color is one of most powerful 
elements in our environment; it is typically the first thing, we notice when we enter a room’.39 

The aim of this paragraph is to discuss the mechanism through which colors increase 
realism of the perceived. Talking about realism in general, let us quote that existence is not a 
predicate since the problem of existence cannot be the subject of a logical proof. Existence of 
a certain object or phenomenon is always a question of belief; and, in the sequel, we will 
discuss the sources of this belief. Since rational reasoning cannot be a source of belief in 
existence (and all the proofs of existence contain logical errors), we consider how the 
experience, being the second source of knowledge about the world, can provide us with such 
belief. 

There are some data that the belief in one’s own existence is supported by continuity of 
sensations. These data come from the neurological practice that deals with the people having 
no sensation of their own body, no proprioception. The person, who does not feel his own 
body, seems to himself empty, hulled, and non-existing. There are also the reverse cases 
when, after amputation, a person continues to feel the amputated body part as his own even 
months after the operation. Oliver Sacks (1985) describes a case of a sailor with an amputated 
finger; and it seemed to the patient that this finger was there on its place and it protruded to 
such an extent that he had to turn his head when he would bring the hands to his face. 

The patients with amputated limbs keep experiencing the phantom pains in the lost body 
part sometimes for months and even years. Therefore, the presence of sensations is not a 
necessary condition of existence; neither, it must be said, it is a sufficient one; it is just a 
source of psychological conviction.40 

Taking into account that the continuity of sensations ensures the belief in one’s own 
existence, let us consider in an analogous fashion the issue of belief in the outside world. Let 
us note that, though each second the receptors of our organism generate hundreds of signals 
about the presence of sensations, this issue is not simple. First of all, there is important not 
only the presence of permanent sensations but a certain level of adaptation, because a 
breakdown or a change of readings in one of the sensor systems may result in the lost of the 
feeling of reality. For example, Professor George Stratton, who conducted experiments with 
the lenses turning the images upside down and inverting them, noted the feeling of the visible 
images being unreal. 

 

                                                           
38 Padham Sonders 1978 p. 47. 
39 Venolia 1988 p. 57. 
40 Mitchell 1872 p. 318. 



Anna Storozhuk 80

The course of experience was something as follows: all images at first appeared to be 
inverted; the room and all in it seemed upside down. The hands when stretched out from 
below into the visual field seemed to enter from above. Yet although these images were clear 
an definite, they did not at first seem to be real things, like the things we see in normal vision, 
but they seemed to be misplaced, false, or illusory images between the observer and the 
objects or things themselves. For the memory-images brought over from normal vision still 
continued to be the standard and criterion of reality.41 
 
After a certain period of time, the unreality feeling disappeared; and after several weeks, 

the visual apparatus adapted to such a degree that the things started to appear normal as they 
did before the inversion. After the lenses removal, the reverse adaptation proceeded must 
faster and was not accompanied with the feeling of unreality of the surroundings. 

However, experiencing the feeling of unreality of the surrounding world may occur not 
only due to non-typical irritation of visual apparatus; an analogous effect may be caused by 
unusual influences to other sensor systems. For example, the Soviet pilots-cosmonauts, 
describing the action of weightlessness on the organism, note that a certain percentage of 
people are losing the feeling of events reality when they come to the weightlessness 
conditions. Some people are experiencing complete disorientation and self-identity loss. For 
example, one of the tested persons, observed by the doctor, experienced a motor excitation, 
cried and his face had an expression of horror. Afterwards, he described his condition as 
follows: ‘I did not realize that the conditions of weightlessness had come. Suddenly, I had a 
sensation of rapid downward falling; and it seemed to me that everything around was 
breaking down, decomposing and flying to all sides. I was taken by a feeling of horror; and I 
did not understand what was happening around me’.42 This example, showing the reaction of 
the organism to the lack of habitual irritation of vestibular apparatus, also illustrates the 
presence of mutual influences of sense organs. 

Now, let us turn to the question of how does color contribute more realism to images. 
Certainly, colors are an extra source of sensations and already by that they increase the reality 
feeling. However, this is not their only action; there are some other ways through which 
colors influence the organism. 

For example, Faber Birren in his book ‘Selling with Color’ mentions on the effect that 
colored lights had on blindfolded subjects. In this instance the subjects stood before the light 
with arms extended straight out in front. Under the influence of red light, the subjects’ arms 
spread apart; under the influence of green light, the arms tended to come together. This is an 
instance where color has worked independently of vision. 43  Hence, the electromagnetic 
radiation of various wavelengths, whose reaction with the retina is perceived by us as the 
sensation of color, exerts a complex influence on the organism. As it was already said in the 
first part, color acts on the vegetative nervous system, accelerating or inhibiting the 
biochemical processes and so exerts either exciting or inhibiting influence. 

                                                           
41 Stratton 1896 pp. 613-614. 
42 My translation from Russian in: Leonov, Lebedev 1966 p. 7. The original text is: “Я не понял, 
что наступило состояние невесомости. У меня внезапно возникло ощущение 
стремительного падения вниз, и мне показалось, что все вокруг рушится, разваливается и 
разлетается в стороны. Меня охватило чувство ужаса, и я не понимал, что вокруг меня 
происходит”. 

43 Abbot 1947 p. 131. 
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It has been noted that warm colors are more stimulating than cool colors. Muscular 
activity was measured under various lights and showed the following effects. Under ordinary 
light muscular activity registered 23 units, under blue light 24 units, under green 28, under 
yellow 30, under orange 35, and under red 42 units. Tests indicated that students made greater 
progress in arithmetic while working under a brilliant red light than they made when under 
ordinary illuminatia.44 
 
Correspondingly, while discussing the functions of color vision, we must take into 

account the complex action of the signal on the organism, its role in the formation of 
emotions. Emotion is a very old acquisition of the organisms in the process of evolution. It is 
an integrated reaction which allows evaluating promptly the quality of the irritant: whether it 
is beneficial or harmful, whether one has to seek it or avoid it. An emotional reaction arises 
well in advance of the complete recognition of the image and the formation of the actions 
program. The biological role of emotions is that they are a mechanism of amplification of the 
reactions. Thanks to emotion, a slight negative irritation may induce a powerful response. 
Color, as one of the factors of influence on the vegetative nervous system, has a direct access 
to the emotional sphere and, thus, it amplifies emotions and increases the feeling of realism. 

It must be recognized that brightness and color strongly affect the attitudes and reactions 
of the entire human organism. High brightness and strong color stimulation tend to excite the 
body to increase muscular tension, blood pressure, and respiration. On the other hand, 
dimness and suppression of color tend to relieve tension and to relax the autonomous nervous 
system. Brightness, therefore, is conducive to muscular activity, while softness of color is 
conducive to mental activity.45 

Summing up, let us indicate the main mechanisms of color influence on the increase of 
the realism of the perceived. First of all, colors are an additional source of perceptions, the 
continuity of which ensures the feeling of reality. Color exerts an additional influence on the 
nervous system, either increasing or inhibiting its activity, even without participation of 
vision. A strong connection between color and the mechanism of emotions provides 
amplification of the organism reactions to color, which additionally influences the nervous 
system and increase the reality feeling. Besides, color participates in the formation of 
presetting of the organism to the perception of other signals. Let us consider further the 
cognitive functions of color. 

 
 

3.2. The Color and Cognition 
 
Our ability to distinguish colors turns out to be one of the cognitive capabilities, which 

makes our orientation in the world easier. From the point of view of empirical holism, we 
must consider not only the process of color perception but also the influence of the color 
action on the emotional sphere, motor and vegetative systems. The fist two ways of the color 
influence on the cognitive processes have been widely investigated and are known. ‘Color 
adds dimension to a world that visually would otherwise consist only of light and dark, form 
and motion. With color, we can better tell the time of day, the ripeness of fruit, the identities 

                                                           
44 Ibid p. 129. 
45 Birren 1959 p. 94. 
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of various plants and animals, and our state of health’.46 Colors help us distinguish the things 
out of the background and, thus, accelerate the orientation in the surroundings. For example, 
‘conjunctions of color and depth in a visual search task is faster than the detection of targets 
defined by a single attribute’.47 

The importance of color vision in the ‘primitive’ society of hunters and gatherers was so 
high that there were much less people suffering from colorblindness among those tribes, 
because they were subjected to the natural selection. Still, the frequency of colorblindness is 
smaller in the less civilized countries. One in twelve Caucasian (8%), one in 20 Asian (5%), 
and one in 25 African (4%) males are so-called ‘red-green’ colorblind.48 

In the modern society, the color vision plays a smaller role, and the percentages of the 
cases of ‘red-green’ colorblindness are approximately 8% among males and 0,5% among 
females, while three-fourth of the people with the defects of color vision have a diminished 
sensitivity only to one color. However, color is not a necessary means of the world cognition, 
though provides some extra advantages. That the capability of distinguishing colors is not a 
very significant cognitive means is witnessed by the fact that the people with the color vision 
defects sometimes do not suspect them until the anomalies are discovered with the help of 
simple laboratory tests. Since the person cannot know which colors are perceived by other 
people, the manifest confusion of colors is not so easy to reveal during an oral enquiry. A 
person with a defect of vision who confuses red and green colors can recognize the traffic 
lights by their brightness and position. Experience has taught him to call a darker color red 
and a lighter one, green; even if he does not see the real difference in hues.49 

Less is known about the influence of color on the cognitive abilities through its action on 
the vegetative and motor systems; and we consider this issue in more detail. From the point of 
view of enactive approach, the cognitive function of color, realized through its action on the 
motor system, is that color forms expectations and reinforce them. In this context, expectation 
means readiness to perception which includes a necessary presetting of the sensor apparatus. 
The abilities of perception and movement had undergone a lengthy co-evolution; they 
intertwine so closely that movement without perception and perception without movements 
are both impossible. The very process of perception proceeds not as passive imprinting but as 
an active from beginning to end process.50 On the basis of the planned program of actions, the 
central nervous system carries out presetting the excitability of all the engaged sensor and 
motor elements.51 The anticipatory actions are possible on the basis of foresight, a plan of 
actions thanks to which there takes place extrapolation and correction; the anticipatory 
movements are connected with changing the neuromuscular tone. The muscular presetting 
plays a significant role in the acceleration of recognition of what is seen; and color plays an 
important role in creating such presetting. Color is a characteristic property of objects and 
fosters their rapid recognition; for example, the colors of the dandelion, lemon and chick are 
different; and the perception of the corresponding tint of yellow creates readiness to perceive 
the corresponding object. Thanks to the color vision, we orientate better in space, because 

                                                           
46 Venolia 1988 p. 57. 
47 Christophe Guibal Dresp 2004 р. 32. 
48 Okabe http://jfly.iam.u-tokyo.ac.jp/color/ 
49 Padham Sonders 1978. pp. 212-213. 
50 Bernstein 2004 p. 486-487. 
51 Ibid p. 473. 
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blue hues seem to come from farther things and warm hues, from closer ones. ‘Blue is driven 
forward by the white ground, red-orange also, and yellow stands out only slightly from the 
white’ 52 . The spatial conceptions are extremely important for organization of future 
movements aimed at solution of sensor or motor tasks. 

Perception is subordinated to the purpose-oriented behavior of the subject: those impulses 
we do not care about are simply not being noticed. The goal orientation determines the 
criteria of selection of information, relevant for the problem solution or the goal achievement. 
In order to demonstrate the importance of prior setting for perception, we consider an 
example. 

 
 

Example of Presetting Influence on the Possibility of Observation 
 
Newton held to the hypothesis of the corpuscular nature of light, that is, light being a 

bunch of linearly moving particles. Prior to Newton’s works, the phenomena of interference 
and diffraction was investigated and described in detail by F.M. Grimaldi, R. Hooke, and Ch. 
Huygens. However, ‘Newton seems to have ignored or overlooked diffraction effects of the 
use of a small hole as image, though these had been noticed by his contemporaries’.53 At the 
same time, he had a possibility to observe the manifestation of the light ray diffraction, when 
there take place deviations of the ray from linear path and enlargement of the shadow thrown 
by a small object. Nevertheless, Newton had not noticed the inner strips of light appearing 
due to diffraction in the object’s shadow. Augustin Fresnel wrote that it is difficult to 
understand how the light bending into the inner part of the shadow could have eluded such an 
experienced observer as Newton. Most probably, it happened because of Newton’s theoretical 
convictions, which, to a certain extant, closed his eyes on the significant events that made the 
standing of his principle weaker. 

 
The experiment of Grimaldi on the crested fringes within the shadow, together with 

several others of his observations equally important, has been left unnoticed by Newton. 
Those who are attached to the Newtonian theory of light, or to the hypothesis of modern 
opticians founded on views still less enlarged, would do well to endeavor to imagine anything 
like an explanation of these experiments derived from their own doctrines; and if they fail in 
the attempt, to refrain at least from idle declamation against a system which is founded on the 
accuracy of its application to all these facts, and to a thousand others of a similar nature.54 
 
This example shows the importance of preliminary setting for the perception process. 

Changing the physical readiness to perception may create unfavorable conditions for those 
irritants which are not in the center of attention. When the readiness to perceive a 
phenomenon is absent, it may remain unnoticed; and this is especially true for low-observable 
effects. 

Besides, color exerts an additional activating influence on the nervous system. Since all 
excitations from the sense organs go through the center that regulates the tuning of vegetative 
nervous system, the color influence may cause changes involving the entire organism. At that, 
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53 Harre 1981 p. 184. 
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color, as a source of additional irritation of the sensor system, oftentimes exerts an activating 
influence; and this favorably affects the perception of signals of other modalities. According 
to the rule of concentration of additional activation in proportion to the existing excitation of 
nervous centers, there takes place stronger concentration of attention on the background of 
general activity. Since every second the organism is being bombarded by a huge number of 
external irritants the majority of which miss the consciousness, an additional influence of 
color may increase the effectiveness of perception in general. As an example of positive 
influence of color on increasing the perception capability, we may point to a method applied 
during the World War II when, before the night flights, the airplane pilots would spend 
several minutes in a room lighted by red color. Such training exerted an activating influence 
on twilight vision. 

Summing up, let us indicate that the ways of the color influence the organism are 
manifold and are not limited to seeing the object as colored. The complex character of the 
color influence is manifested also in organization of general activity of the central nervous 
system, influence on muscular tone, formation of the readiness to perception, and emotional 
coloring of the events. In my opinion, the answer to the question ‘what does it mean to be 
colored?’, presupposing the discussion of ontological and epistemological aspects, must take 
into account the integral and complex character of perception. 

 
 

CONCLUSION 
 
For the color realism tradition, the constant change of the conditions of color perception 

and the adaptive changes of sensitivity connected with it pose a problem. From the standpoint 
of the linguistic tradition, it would be convenient if we perceived red always the same way. 
The question concerning the changes of color sensitivity was a source of predicaments and is 
not considered. It is being disguised in the ‘normal conditions’ expression. The understanding 
of normal conditions is rather wide and, due to its uncertainty, allows partly hiding the 
difficulty of solving the problem of color’s ontological status. The light of a certain 
wavelength under its action on the cone-cells apparatus of the eye gives rise to the sensation 
of color; thus, the color experience is physically caused. However, the knowledge of the 
physical nature of light does not give understanding of what is the vision of red; there is an 
explanatory gap here. 

We have rejected the traditional way and discussed the mechanisms of changing the color 
vision sensitivity and the mutual influences of various sense organs. Understanding of 
perception as a continuous process and taking into account the complex character of the color 
action on the organism allows shedding light differently on some ontological and theoretical-
cognitive questions. Under the action of external irritants on the organism, not only some 
mental states arise but there are taking place some changes of the condition and motor activity 
of the entire body which points out to closer connection between mind and body than the 
modern philosophy assumes. The body transforms physical signals, coming from the outside 
world, into mental images or a certain state of mind; and the mechanisms of such 
transformation require the attention of philosophy. 
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In combination with enactive approach, the empirical holism principle was applied to the 
solution of some problems and the response to the critique of empiricism. Some approaches 
were outlined to solution of ontological problems from the standpoint of experience’s 
continuity. The applied approach requires further development both in breadth, for example, 
to explain the phenomenon of speech and symbolic function of language, and in depth, to 
clarify better the process of interaction of mind and brain. Clearly, the precipice, which the 
person feels as the difference between the object and its mental image, should be considered 
in the context of the cause-and-effect connections. Brain and body have different languages. 
Nervous system uses electric signals to pass the messages. Body speaks the language of 
chemistry; even such electromagnetic by its nature process as the action of light ray to the 
retina, undergoes, on its way to cerebral cortex, a chemical transformation causing 
decomposition of the light-sensitive compounds like rhodopsin. Chemical processes are 
closely connected with electrical ones, being different from the latter by the non-local 
character of action. Therefore, any signal, for example, color, becomes the source of not only 
a mental image but has a wide opportunities to influence the general condition of the 
organism, including changing the very possibility of perception. 

The analytic tradition, which concentrates its efforts on studying thinking and language, 
is unable to take into account such influences and they turn out to be excluded from the vision 
field of philosophers. However, studying the perception mechanisms may offer some 
interesting perspectives for understanding of the mind and body relation. Color is a promising 
theme within the framework of studying cognitive processes with the purpose of building 
bridges across the explanatory gap. 
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ABSTRACT 
 

There is no colour without light, nor is there colour perception without a sensory 
organ and a brain to process visual input. This chapter first reviews how the colour of 
objects is produced.  Most commonly, this depends on so-called pigments, the molecular 
nature of which provokes strong absorption of part of the incident light falling on an 
object. Colour can also be produced by optical phenomena such as refraction, dispersion, 
interference or diffraction from ordered structures within objects. A wide variety of 
photonic microstructures are known in the living world and specific examples will be 
described in mammals, birds, fish and insects. Some of these structures reflect light in the 
near ultraviolet spectral region, particularly pertinent for certain birds, insects and fish 
which are sensitive to these wavelengths. A detailed account of a particularly elaborate 
structure present in the king penguin beak will be given to illustrate the extent to which 
evolutionary pressure leads to the elaboration of such structures to satisfy specific needs 
of birds or animals. Subsequently, the perception of colour in man and animals and its 
biological significance is dealt with. For man, this will include a discussion of the 
symbolic meaning of different colours. In many species, especially birds, the colours of 
plumage and parts of the skin have an important survival function. Such biological 
colourations may fulfil the role of ornaments that determine mate choice and 
reproduction of the species, or signal good health, allowing individuals to secure and 
maintain territorial dominance. Colour perception may also have an underlying survival 
function in man, but more complex explanations are needed to relate perception to such a 
function. The colour of an object in the visual field is known to determine the way in 
which humans perceive relations between objects and their background, particularly 
which objects appear nearer. This suggests that colour perception is important in 
processing information about the physical structure of the world. The colour red plays an 
important role in this process, since it drives mechanisms of visual selection which attract 
attention to, or away from, objects in the visual field. Psychophysical studies of colour 
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perception in both animals and man help to understand these complex processes. Finally, 
colour perception in man may contribute either to rewarding psychological sensations of 
warmth, comfort and safety or to aversive sensations of coldness and discomfort, 
sensations which can strongly influence individuals in their daily social interactions. 
 
 

What Is Colour? 
 
Without light there is no colour and even when the level of incident light is too low, man 

cannot detect it. Only when incident light is sufficiently bright is it possible for man to 
process this visual input and distinguish different colours in his environment. Thus, colour is 
a percept resulting from a response of the brain to data received by the visual system. Objects 
emit light of various wavelengths and these can be detected and analyzed precisely by 
inanimate machines. Our brains, however process signals produced by wavelength mixtures, 
enabling us to perceive them as a phenomenon we call colour. The perception of colour by a 
living organism thus requires both a sensory organ receiving external signals and a brain to 
process these signals, to transform them into meaningful representations.  

How then can colour be defined? Colour theories have attempted to clarify what we mean 
by colour, how colours can be ordered, related to each other, and transformed to become new 
colours. A dictionary may define colour generally, as the aspect of any object that may be 
described in terms of hue, lightness and saturation, but this tells us little about the true nature 
of colour. In Ancient Greece, Aristotle developed the first known theory of colour, 
considering that all colours were a mixture of white and black light. He postulated that the 
gods sent down colour from the heavens as celestial rays and identified four colours 
corresponding to the four elements, earth, wind, fire, and water, a view essentially unchanged 
for many centuries. It was not until the optical experiments performed by Sir Isaac Newton in 
the mid 1660s when, using a glass prism, he demonstrated for the first time that white light 
could be split up into all the colours of the rainbow extending from red through to violet, each 
"refracted" by different amounts (Fig. 1). He also demonstrated that white light could be 
recreated by combining these different spectral hues using a second prism. Newton first used 
the word "spectrum" for this array of colours and recognized that it constitutes a range of 
energies, of a continuous electromagnetic spectrum, differing by their wavelength. He chose 
to name seven different hues: red, orange, yellow, green, blue, indigo and violet (Fig. 1). 
Each time we see a rainbow, we observe Nature’s own confirmation of Newton’s experiment, 
with white light split up not by a glass prism but by countless numbers of rain droplets or ice 
crystals. While Newton realized that the light rays, or electromagnetic waves, of the spectrum 
were not, strictly speaking, coloured as such and that “coloured light” does not exist, he 
recognized these rays had the power to stir up specific sensations of colour, and that colour, 
like beauty, is “in the eye of the beholder”. Typical values of the wavelength of different 
colours of the visible spectrum are given in table 1. Thus, red is defined as a colour, perceived 
by man, corresponding to a wavelength of ca 650-700 nm. The colour green corresponds to a 
wavelength of ca 550nm, and blue to ca 450nm. Several attempts to specify and classify 
colour further have been made since Newton’s invention of the colour circle, which tried to 
simplify our understanding of how colours could be combined to produce others. Early 
theories of colour were pure speculation but, with more and more data available, it became 
eventually possible to explain more and more precisely how the brain processes colour.  
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Figure 1. Schematic representation of Newton’s prism experiment in which white light is split up into a 
spectrum of colours, when diffracted through a glass prism. 

 
Table 1. Typical wavelength values of different colours in the visible spectrum. 

 
Colour  Wavelength (nm) 

___________________________ 
 

Red (limit)                   700 
Red                                 650 
Orange                            600 
Yellow                            580 
Green                              550 
Cyan                               500 
Blue                                450 
Violet (limit)                  400 

 
 
During the eighteenth century, it was shown that any colour could be obtained by mixing 

the right proportions of light of three wavelengths, provided they were far enough apart, a 
principle termed trichromacy. An important advance to explain trichromacy was made in 
1801 by the English physician Thomas Young, who suggested that at each point in the retina 
there must exist at least three small, light-sensitive structures coding for the colours red, 
green, and violet. His theory was adopted and championed by Hermann von Helmholtz and 
came to be known as the Young-Helmholtz theory, but its basis was only confirmed by two 
independent research groups in the early 1960’s (Brown and Wald, 1964; Marks, Dobelle and 
MacNichol Jr., 1964). This work examined microscopically the abilities of single cones to 
absorb light of different wavelengths. Three, and only three, different cone types were 
identified. 

In the second half of the nineteenth century, the German physiologist Ewald Hering 
(1834-1918) devised a credible alternative theory of colour vision (Krech et al, 1982). He 
explained colour mixing by proposing the existence, in the eye, brain, or both, of three 
opponent processes, one for the red-green sensation, one for yellow-blue, and a third for 
black-white. He positioned the four primary colours (red, green, blue, and yellow) according 
to their polarity as poles of two perpendicular axes and suggested that intermediate colours 
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were formed by additive mixing from the primary colours. The modern Swedish Natural 
Colour System (NCS) is based on this colour theory. In 1931 the CIE (Commission 
Internationale de l'Eclairage) established an international standard of colour measurement by 
creating the CIE chromaticity chart, which has the shape of a triangle proposed already in 
1872 by the Scottish physicist James Maxwell. Red, green, and blue are the three primary 
components of light, the primary colours, at the corners, white is represented at the centre. 
Maxwell suggested that all known colours could be located within this triangle. Moving along 
its edges, red changes to orange, then to yellow, and finally to green; green changes to blue; 
blue changes to violet, to purple, and back to red. Moving from the edge towards the centre of 
the triangle, the brilliance of each primary colour is lost in a transition from full saturation at 
the edge to white at the centre. Maxwell established a system of analyzing any colour, which 
is identified by the geometric coordinates of any point within the triangle and defined by the 
quantities of the primary colour it contains, measured by the distance from each primary 
colour. This system, which was revised in 1964, is currently used to measure and quantify the 
colours produced on computer screens.  

Colour, strictly speaking, refers to the spectral qualities of the light emitted or reflected 
from an object or living creature. It can thus be defined and measured precisely with 
spectrophotometers, which analyze the amount of energy present at each spectral wavelength. 
With such instruments daylight can be shown to be composed of a continuous range of 
colours corresponding to different wavelengths of unequal intensities, while tungsten light 
has a predominant red component and very little blue. The spectral reflectance of an artist’s 
pigment in general has a single broad peak the maximum wavelength of which corresponds to 
its so-called colour. 

The term colour should, however, be distinguished from what we understand as 
biological colouration, which may be defined as the appearance of a living organism 
determined by the quality and quantity of light reflected by or emitted from its surface. The 
concept of biological colouration differs from that of colour since it depends on several other 
factors, including the relative location of coloured areas on the organism, the quality and 
intensity of light falling on it, the shape, posture and movement of the organism presenting 
the colouration and, of course, the visual capabilities of the organism looking at it. Since 
human vision is not the same as that of other animals, such as fish or birds, colour perception 
has to be viewed as a species specific process.  

 
 

Biological Colourations in Living Organisms 
 
There are three ways in which an organism may generate colouration: an organism may 

contain in its surface layers molecules referred to as pigments, which are molecules 
comprising specific chemical structures that endow them with the capacity of absorbing a 
proportion of incident light falling on them. Alternatively, colourations may be produced by 
particular physical structures close to the organism’s surface which interact with the incident 
light so that the reflected light is different. A third way in which an organism may generate 
colourations is by using chemical energy to produce endogenous light, which itself may be 
coloured. Each of these will be discussed in greater detail hereafter, with pertinent examples 
from nature and the animal world. 
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Pigment Based Colouration  
 
The different groups of pigments found in the natural world impart widely different 

colours to plants and animals, varying from the brilliant colours of certain fungi and flowers, 
to the various browns, reds and greens of many organisms. Animal pigments are located in 
skin and skin derivatives, including hair in mammals, feathers in birds, scales in turtles and 
tortoises, cuticles and shells of many invertebrates. Pigment containing cells or 
chromatophores, which are derivatives of the neural crest, comprise melanophores, which 
contain black melanin pigments, erythrophores, which contain orange/red carotenoids and 
xanthophores, which contain yellow pteridines or xanthopteridines (Bagnara, 1966). A blue 
pigment containing chromatophore, the cyanophore, has recently been described (Fujii, 
2000), but appears to be relatively rare. Mammals and birds, in contrast to cold-blooded 
animals, have melanocytes instead of melanophores. Some chromatophores contain vesicles 
containing more than a single pigment, such as pteridines and carotenoids for example, and 
the overall colouration generated then depends on their relative amounts (Matsumoto, 1965). 
Sudden changes in colouration in certain species may result from stress and/or changes in 
mood or temperature and thus be under hormonal or nervous control, or a combination of 
both. This may induce changes in size of chromatophores, migration of pigments within, or a 
reorientation of microstructures.  

How do pigments within cells generate colourations? Since energy in a closed system is 
conserved and can be neither created nor destroyed, when a photon of light is absorbed by 
matter constituted of molecules, its energy is absorbed by the matter. It is then either 
converted into heat, or emitted in the form of a photon of light. The energy of such emitted 
photons is determined by the energy states permitted for the molecule in question, the 
difference between such states being explained by quantum theory. Complex organic 
molecules containing multiple double bonds with the resulting excess of orbiting electrons 
have the type of structures with vibrational or rotational energy, typical of pigments. The 
more complex the molecule, the more possibilities there are for different energy levels to 
exist, but even very simple molecules, like water, are subject to this phenomenon. When in 
the solid state, the bonds between hydrogen and oxygen are stronger, allowing adsorption at 
the red end of the spectrum thus producing the pale blue colour characteristic of bulk ice. 
Natural pigments are complex organic compounds which contain a “colour bearing” group or 
“chromophore”, often made up of a chain of atoms joined by alternating single and double 
bonds. If these chains are long enough, they can absorb in the visible spectrum and emit in the 
visible region.  

Two broad classes of natural pigments can be distinguished on the basis of their chemical 
composition: those containing nitrogen and those lacking it. The most important non-
nitrogenous pigments in animal colouration are the carotenoids. Others, such as the 
napthoquinones, anthraquinones and flavanoids, which like carotenoids are only synthesized 
in plants, do not contribute significantly to animal colouration. The most important 
nitrogenous pigments in animal colouration are the melanin polymers, which in contrast to 
carotenoids are synthesized by animals. Other pigments of this general class include the 
porphyrins (pyrole containing molecules) and their derivatives, which form the red or green 
compounds in blood, and the green chlorophylls of plants. 

The carotenoids are constituted of long chain conjugated systems which can absorb violet 
or blue light, resulting in their yellow, orange or red appearance. Carotenoids contribute to the 
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yellow, orange, and red colours of the skin, shell, or exoskeleton of aquatic and other animals. 
They are ubiquitous in living organisms and are the most widespread pigments found in 
nature, synthesized by bacteria, fungi, algae and many plants (Shahidi et al., 1998). They may 
be absorbed from these organisms to produce animal colouration. A typical example is the 
flamingo (Fig. 2), the characteristic pink colour of which is derived from the beta carotene in 
their diet of shrimps and blue-green algae, which is subsequently transported into the 
erythrophores (Bagnara, 1998). In captivity, flamingos are often given a diet supplemented 
with canthaxanthin, a ubiquitous carotenoid pigment first isolated in edible mushrooms and 
also found in green algae, bacteria, crustaceans, and certain fish. Canthaxanthin is also fed to 
farmed salmon to give them a more attractive pink colouration. Carotenoids are well 
documented in both feathers and bills of certain birds (McGraw and Nogare, 2004; Peters et 
al., 2004). Their quantity in the plumage of an individual is strongly influenced by diet and 
may thus reflect the bird’s general condition (Price, 2006). 

 

 

Figure 2. Pink flamingos with carotenoid based pink colouration of feathers and skin. 

A second major group of animal pigments are the indoles, which comprise the melanins. 
They are present in the melanophores of lower animals and in the equivalent human cells, the 
melanocytes. These pigments, which include eumelanin, a complex molecule synthesized 
from tyrosine with dihydroxyindole-2-carboxylic acid and several pyrole rings  and 
phaeomelanine, give rise to buff, red-brown, brown and black colourations in the feathers of 
birds, mammalian hair, eyes, and in the skin and scales of many fish species, amphibians and 
reptiles, in squid and octopus ink, and in various invertebrate tissues (Ito and Wakamatsu, 
2003). These pigments are present in vesicles throughout melanocyte cytoplasm. Although 
nitrogenous pigments, such as melanins, are predominant in marine organisms, pigments 
belonging to all the major structural classes of natural products are also found 
(Bandaranayake, 2006). Colourations produced by melanins are affected by different levels of 
traces of copper, light hair containing less than dark hair, for example. Melanins, like 
carotenoids, are common in bird feathers, but melanin patterns in birds seem to be less 
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affected by diet than carotenoids. The intensity of melanization after moult is affected by 
social interactions during the moult and by raising birds in humid conditions. Hormonal 
manipulations can have dramatic effects on both the kinds of melanin produced (eumelanin or 
phaeomelanin) and the patterns they form (Price, 2006). The melanin pigments in fish skin 
are dependent on breeding conditions (Seikai et al., 1987). It has recently been suggested that 
carotenoids may be a condition-dependent trait, whereas melanin-based colouration is not, a 
difference that may be highly relevant when studying the evolution of multiple mating 
preferences. The expression of these two traits may be regulated by different mechanisms 
(Senar et al., 2003).  

A pigment, the chemical structure of which has only recently been elucidated (McGraw 
and Nogare, 2004), gives rise to the red colouration of parrot feathers, to which it owes its 
name, psittacofulvin (literally in Greek: parrot colour). The chemical structure of the group is 
based on long unsaturated carbon chains with an oxygen terminal. Unlike carotenoids, which 
are absorbed from food, these are synthezised by parrots, and apparently only by them, which 
means that the colour of parrot feathers does not depend on diet and will not fade when they 
lack carotenoids. The green colours of parrot feathers result from a combination of blue 
structural colours (see below) and a yellow pigment which could be related to the 
psittacofulvins. 

Other pigments have important biological activities in certain organisms. Pteridines, 
which are molecules composed of fused pyrimidine and pyrazine rings containing a wide 
variety of substitutions, synthezised from guanosine triphosphate (GTP), are the red-yellow 
pigments of composite eyes of  arthropods They were first discovered in butterfly wings 
(hence their name from Greek: pteron; wing). Other purine derivatives, present in 
leucophores, are not pigments, but form the white crystals producing the structural 
colourations (see below) of amphibians and lizards and cephalopods, also responsible for the 
whitish skin colourations on the undersides of many fish.  

Another less common pigment of the quinine group, the naphthoquinones, which can be 
red, purple or green are present in shells of echinoids or sea urchins. The yellow or orange red 
flavonoids are present in plants but are rare in the animal kingdom, although a sub class has 
been found in the yellow wing colouration of some species of butterfly. Porphyrins represent 
an important class of pigments in the plant kingdom, although they are present in the skins or 
shells of invertebrates, forming the green chlorophyls of higher plants and the hemoglobins of 
animal blood. 

 
 

Structure Based Colourations  
 
Colour can be produced by any object purely in accordance with the laws of optical 

physics if they contain sub-microscopic, so-called photonic, structures that are able to modify 
incident white light, by either specifically absorbing or reinforcing certain of its component 
colours. This manipulation of incident light originates from the basic optical phenomena of 
thin-film interference, multilayer interference, and reflection or diffraction grating effects, 
(Dyck, 1976; Parker, 1998; Vukusic et al., 2001; Kinoshita and Yoshioka, 2005). Light 
scattering similar to that occurring in certain types of structural colours present in living 
organisms has been reproduced in purely artificial systems consisting of polystyrene 
microspheres (Guillaumée et al., 2008). Artificial grating structures can be fabricated with 
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electron-beam lithography, which can produce iridescent blue colours by the same process as 
in the wings of certain butterflies. Nature has evolved an extraordinary diversity of highly 
specialized structures capable of reflecting different colours or ultraviolet light, UV, (Parker, 
2000; Vukusic and Sambles, 2003), which have been well documented in insects, fish, 
butterflies, birds and plants. In such photonic structures, white light can be fractionated and 
thus modified by interference after reflection from successive ultra-thin layers, often 
producing iridescent effects where the perception of colour varies with viewing angle. The 
wavelength of the reflected light is governed by physical laws, such as Bragg’s law, and 
depends on both the angle and the distance between the parallel successive reflective layers, a 
phenomenon termed coherent scattering. A different type of scattering, Rayleigh scattering, 
termed non coherent and similar to the effect first discovered by the British physicist Tyndall 
in the 19th century, is due to the preferential reflection of light of shorter wavelengths (blue) 
by finely dispersed particles in a material, while longer wavelengths (red and yellow) pass 
through. This is why the sky appears blue on a sunny day and for more than a century the 
blue colouration of living organisms was thought to be due to Rayleigh scattering, but many 
studies have since categorically refuted this interpretation. Raman was the first to question it 
(Raman, 1935), postulating that the colour was due to the interference of light, a study 
ignored until 1971 when Jan Dyck, a Danish scientist (Dyck, 1971) concluded that the blue 
and blue-green colours produced by the spongy structure of feather barbs were not due to 
Rayleigh scattering, but to the interference of light by backscattering from numerous hollow, 
randomly oriented keratin cylinders. In 1998 and 1999, Prum and co-workers (Prum, Torres , 
Williamson and Dyck , 1998; Prum , Torres , Williamson and Dyck, 1999) confirmed that 
feathers look blue because of differences in the distances travelled by light waves reflected 
off of each successive layer within the spongy keratinous layer in the barbs. Thus, in fishes, 
birds and mammals including humans, blue is almost always a structural colour based on 
coherent scattering, while in lower vertebrates, blue is produced from crystalline platelets 
termed schemochromes, which are constituted of guanine in iridophore cells. Their 
orientation determines the brightness and iridescence of the colour that is perceived (Taylor, 
1969; Morrison, 1995).  A rare exception to this was recently found in certain fish, the blue 
colour of which is due to a blue pigment of unknown chemical structure present in the 
vesicles of cyanophores (Fujii, 2000). The leucophore, a structural colour producing cell 
found in many fish species, have crystalline purine reflectors, which produce a dazzling white 
(Fujii, 2000). In amphibians, reptiles and birds, the scatter of blue wavelengths, together with 
the presence of yellow pigmentation, is fundamental for the expression of green colourations 
(Bagnara, Fernandez and Fujii, 2007; Fox, 1979). A detailed description of all the different 
types of structures capable of generating biologically relevant colourations found in the 
animal kingdom would go beyond the scope of this chapter. However, general examples will 
be referred to and a detailed account will be given of a particularly relevant, highly complex 
UV-reflecting structure, recently found in the King Penguin beak.  

Considerable interest has been devoted to the structural colourations of butterfly wings 
and detailed information has been reported on the nature of these structures. All butterfly and 
moth scales and bristles are made of non-living insect cuticle, each produced from a single 
epithelial cell. Even though all cuticular patterns in insects have common basic elements, 
some are highly specialized, with stacks of thin-films, lattices, or other minute structures 
which interact with light to produce structural colours (Ghiradella, 1994). The numerous 
studies on the structural colourations of butterfly wings are now in general agreement that 
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multilayer reflectors are commonly at their origin and these are recognised to produce the 
most intense structural colours (Parker, McPhedran, McKenzie, Botten and Nicorovici, 2001). 
Multilayer reflectors with similar optical properties are common in other insects and have 
even been found in fossils of an extinct species of beetle (Parker and McKenzie,  2003). 
Despite their anatomical diversity at the nanoscale level, all structurally coloured butterfly 
scales share a single fundamental physical colour production mechanism - coherent scattering 
(Prum, Quinn and Torres, 2006). The blue colour of the wings of the Morpho butterfly is 
generated by multilayer microstructures with as many as 24 layers (Wong et al., 2003 ; 
Kinoshita, Yoshioka and Kawagoe, 2002 ; Vértesy et al., 2006), often producing a marked 
iridescent effect (Vukusic et al., 2002). Some butterflies reflect ultraviolet light, a 
phenomenon often reserved to the male of the species which suggest a role in sexual 
communication (Ghiradella et al., 1972). Similar optical interference produces the bright 
green dorsal iridescence in species as diverse as insects (Vukusic, Wootton and Sambles, 
2004) and molluscs (Brink, van der Berg and Botha,  2002). 

Although structural colourations have been found in many different animal species, their 
biological significance has been investigated mainly in birds (for reviews see Auber, 1957; 
Dyck, 1976). Several physical mechanisms have been evoked, but avian plumage structural 
colour is now considered to result from coherent light scattering, either from a spongy 
keratin-air matrix (Prum et al., 1998) or from photonic crystals constituted of melanin rods 
within a keratin-air matrix (Zi et al., 2003). This contrasts with the structural skin colour, 
produced by coherent light scattering ordered collagen arrays in more than 2.5% of all avian 
species (Prum and Torres, 2003; 2004), and which can also produce UV reflectance in the 
facial skin of certain birds (Prum, Torres, Kovach, Williamson and Goodman, 1999). The 
display of the male Indian Peafowl (peacock) is remarkable enough to attract man, even 
though it has evolved this highly specialized visually striking colouration by evolutionary 
pressure only to attract peahens (Fig. 3). This bird’s iridescent blue-green and green coloured 
plumage, which shimmers and changes with viewing angle as in many bird feathers, results 
from coherent scattering from periodic nanostructures made up of the melanin layers in the 
barbules. Different colours correspond to different distances between the periodic structures. 
Brown feathers are produced by a mixture of red and blue, produced by varying the lattice 
constant and the number of periods (Zi et al., 2003; Li et al., 2005). Some birds employ 
keratin fibres to produce structural colours, as in the green and purple barbules of pigeon 
feathers, Fig.4 (Yin et al., 2006). Structural colourations can, in addition, combine with 
pigment based colourations in bird feathers (Osorio and Ham, 2002; Shawkey and Hill, 
2005). 

Since most birds detect near-UV light and pigments emitting in the UV region are 
hitherto unknown, photonic structures reflecting in the UV range have aroused considerable 
interest in recent years, particularly with regard to their potential biological function (Finger 
and Burkhardt, 1994; Mougeot et al., 2006). Such structures were first discovered in avian 
plumage (Hausmann et al., 2003; Prum Torres, Williamson and Dyck 1999), but are also 
present in other avian tissues, including skin (Mougeot et al., 2005; Prum, Torres, Kovach, 
Williamson and Goodman, 1999; Prum and Torres, 2003), mouth tissue (Hunt et al., 2003) 
and comb tissue (Mougeot et al., 2005). The King Penguin beak provides a particularly 
interesting example of UV structural colour. This bird has several coloured ornaments 
including the carotenoid based yellow breast feathers, but only the beak horn, which is 
perceived by the human visual system as yellow-orange coloured, with a more or less 
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pronounced pinkish-violet tint (Fig. 5), reflects as shown by reflectance spectrophotometry, in 
the near UV region (Fig. 6), with an average peak around 370nm. A second, broader peak 
typical of carotenoids is present in the yellow-orange-red region of the visible spectrum.  

 

 

Figure 3. Peacock displaying its tail feathers, illustrating the complex colouration patterns that can be 
produced structurally. 

 

Figure 4. Green and purple colouration of pigeon neck feathers, due principally to structural colour. 

 

Figure 5. King Penguins in nuptial parades on the beach in Crozet island in the sub-Antarctic. Note the 
way in which they flaunt their beaks in face to face encounters with potential partners. 
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Figure 6. Reflectance spectrum from King Penguin beak horn, showing  a pronounced peak around 
370nm in the UV range and a broad peak due to carotenoids in the visible region. 

We (Dresp and Langley, 2006) demonstrated that only structures situated within the 
upper region of the beak horn, comprising a corny layer (stratum corneum) of this specialized 
skin tissue, reflect UV. They consist of interconnected microstructures of a multiply folded 
membrane doublet that produces up to forty quasi-parallel layers in individual 
microstructures, formed from interdigitated cell plasma membranes of adjacent keratinocytes 
(Figs. 7, 8). Calculations using lattice dimensions measured by transmission electron 
microscopy accurately predicted the wavelength experimentally measured of the near 
ultraviolet reflectance from these multiple layered microstructures. These calculations were 
based on Bragg’s law (Bragg and Bragg, 1915): 

 
θmax   =  n2d sinθ 
 

where θmax   is the peak wavelength of reflected light, n is the average refractive index of the 
tissue, d is the separation of the layers (lattice dimension) andθ the angle of incidence of the 
light (here 90°). As in all animals, the quality of the structural colour in a bird may reflect its 
individual hormonal status or health and, therefore, its intra-specific ability to compete and, 
therefore, to survive.  
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Figure 7. Low power transmission electron micrograph of the upper region of the King Penguin beak 
horn, which is filled with interconnected microstructures constituted of multiple layers of folded 
membranes, each of which is formed from a doublet. The microstructures vary in shape and size. 
Irregular bundles of intermediate filaments fill the space between microstructures. Scale bar 2.0 µm. 

 

Figure 8. Higher magnification electron micrograph of part of a microstructure present in the upper 
region of the King Penguin beak horn, showing parallel reflecting multilayers composed of folded cell 
membranes compressed together. Note also that one of the folds is shorter than the others. Scale bar 0.5 
µm. 

 



The Biological Significance of Colour Perception 101

Bioluminescence: Colourations from Light 
 
Although we live in a world where the most important light source is the sun, man 

learned early to produce artificial sources of light, which enabled him to cope in the absence 
of natural light or under low lighting conditions. Light can also be produced endogenously by 
certain living organisms, through biochemical processes occurring in so-called photophores 
or light producing organs. This form of light production, known as bioluminescence, is more 
often present in organisms which live in low light habitats, such as deep water fishes or 
nocturnal species of insects. Bioluminescence is mainly a marine phenomenon not found in 
freshwater. On land, it is seen only in a few species of fungi and insects. There are no 
luminous flowering plants, birds, reptiles, amphibians or mammals. Bioluminescence is 
phylogenetically diverse, occurring in many different groups, including bacteria, fungi, 
dinoflagellates (algae) coelenterates (jellyfish), annelids (sea worms) molluscs (squid and 
clams), crustaceans (shrimps), insects (firefly), echinoderms (brittle stars) and many bony and 
cartilaginous fish (Herring, 1987). Bioluminescence is most prevalent at mid-ocean depths, 
where some daytime illumination penetrates and where bioluminescence may occur in over 
95% of the individuals. Above and below mid-ocean depths, luminescence occurs in less than 
10% of all individuals and species. Among the coastal species, less than 2% are 
bioluminescent.  

Bioluminescence is a form of "cold light emission”, less than 20% of the light generating 
thermal radiation (Hastings, 1983). It is produced by the interaction of a group of substances 
known collectively as luciferins and the enzyme luciferase, which catalyzes its combination 
with oxygen to form an oxyluciferin in an electronically excited state, which quickly decays, 
emitting a photon as it does. Since bioluminescence has evolved independently many times, 
the genes and proteins involved are unrelated in the different groups of bioluminescent 
organisms. Thus, each uses its particular organism-specific luciferin and luciferase. 
Bioluminescence may produce blue, green, yellow, orange, or red light. Land-living 
organisms tend to produce yellow or green light, and marine organisms blue or green light. In 
the deep sea, most bioluminescence is blue, the wavelength of light transmitted best by ocean 
waters. This is no doubt linked to the fact that most marine organisms are sensitive to blue 
light. Most deep-sea animals can only see blue light, except a few fish, such as the black 
dragon fish, which appear sensitive to and produce both blue and red light. Because their red 
bioluminescence is not detected by most deep-sea animals, such fishes may use their red light 
for intra-specific communication and/or predation.  

Non-marine bioluminescence is less widely distributed, but a wider variety in 
colourations is observed. Famed for their ability to emit light - the glow-worm was aptly 
described by Wordsworth as "the earth-born star" in his poem 'The Pilgrim's Dream' (circa 
1820). Bioluminescent fire-flies, like the glow-worm, belong to the same Lampyridae family 
of beetles. Some bioluminescent organisms, such as certain fungi and bacteria, emit light 
continuously, while dinoflagellates, a group of marine algae, produce light only when 
disturbed. 
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Functional Anatomy of Colour Vision across the Species 
 
Colour perception is a result of evolutionary pressure and the ability to see colour has 

evolved, to a greater or lesser extent, in many different species. To be able to distinguish 
certain colourations from others plays an important part in the processes which ensure 
survival. Such ability is determined by the anatomy and functional development of the visual 
system a given species is equipped with.  

In the animal world, at least forty different types of visual systems exist, the simplest just 
able to tell light from dark while sophisticated ones can distinguish both shapes and colours, 
the most complex belonging to the mantis shrimp, a predatory crustacean living on the ocean 
floor. There is an enormous diversity in both retinal structure and visual neuronal 
mechanisms across the animal kingdom, with a corresponding diversity in the role of colour 
vision in animal’s perception, behaviour, and interactions with the environment (Land and 
Nilsson, 2002). With regard to retinal anatomy, the vertebrate retina is “back to front”  i.e. the 
photoreceptors are located behind a layer of neurons, as opposed to the cephalopod retina, in 
which the photoreceptors are located in front of the processing neurons, which means that 
cephalopods do not have a blind spot. However, the cephalopod retina is not an outgrowth of 
the brain, as in vertebrates, illustrating that vertebrate and cephalopod eyes have evolved 
separately. 

 
 

Colour Vision in Non-Humans 
 
At the start of the 20th century colour vision was thought to be exclusive to man. Now 

however it is well established that colour vision is widespread in non-human animals, 
although even among vertebrates, the ability to perceive colour and the spectral range 
detected varies widely, having evolved several times. Nevertheless, the precise colour 
perception capabilities of the majority of animal species are still not known, since behavioural 
or physiological tests for colour vision are not easy to perform. Human colour vision (see 
below) is made possible by the presence of three types of colour sensitive receptors, a lack of 
colour receptors (cones) sensitive to red, blue, or green light provoking deficiencies in colour 
vision or various kinds of colour blindness. In general terms for all living organisms, if 
organisms possess only a single retinal pigment then they will only “see” in monochrome and 
for even limited colour vision at least two types of cones are required. However the number 
of retinal pigments in animal species is not limited, as in man, to three. Using behavioural 
studies and spectrophotometric analysis of light absorbed by animal retina, it can be deduced 
that four exist in approximately thirty species of birds and five in certain butterflies and many 
more for sea organisms such as the mantis shrimp and the sea manta, a giant ray (Cronin , 
Caldwell and  Marshall,  2001; Marshall, Cronin and Kleinlogel,  2007). While the human 
eye cannot detect all of the electromagnetic spectrum emitted by the sun, notable UV, which  
in any case is absorbed by the human cornea, lobsters, gold fish, trout, bees, tortoises, many 
bird species and rodents such as rats and mice can perceive in this region (Cuthill et al., 
2000). At the other end of the spectrum, some species, such as snakes, perceive infra- red but 
these rays are captured by specialized heat sensitive organs and not by the retina. 

Colour vision of non-primate mammals is still a question of on-going research, varying 
considerably between species and often dependant on the nocturnal or diurnal nature of the 
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animal. Much research is currently devoted to elucidating the capacity of colour perception in 
many different animal species, but there remains a vast number for which little concrete data 
exist. While certain mammals, such as the shrew (in spite of having a reputation of poor 
sight) and certain squirrel species are considered to be trichromatic, in general non-primate 
mammals are considered to have relatively limited colour vision. The variation in colour 
vision results from the fact that the capacity to detect colour has evolved more than once, with 
gene duplication for visual opsin pigments (Bowmaker, 1998). In addition, probably because 
of their nocturnal ancestry, mammals have rod-dominated retinas and many lack cones with 
red sensitive pigment and therefore have poorer (only dichromatic) colour vision: some 
species lack cones completely, such as the guinea pig and are thus totally colour blind. Bulls, 
like many mammals and in spite of the importance of the colour red in bull-fights, are 
insensitive to this colour. Similarly, the cat is dichromate with one type of cone sensitive to 
blue indigo ca 450nm and another to yellow/green ca 556nm, thus incapable of perceiving 
red, as is also the case for the ferret (Calderone and Jacobs, 2003).  Cats do however have 
more rods (the highly light sensitive receptors) and less cones, giving good night, albeit 
monochrome, vision. Behavioural studies performed in the 1970’s suggested that rabbits have 
a rather limited capacity to distinguish certain wavelengths, although they can differentiate 
between green and blue. Horses also have only dichromatic vision detecting blue and green 
and the colours based on them, even though the equine eye is the largest of any land mammal 
(Carroll et al., 2001). This is sometimes taken into consideration when designing obstacles in 
horse jumping events. Horses do, however, have more rods than humans, in addition to 
twenty fold more rods than cones, giving them better night vision. 

A different system has evolved in rats and mice which have excellent night vision, due to 
a higher number of rods than cones, but see poorly in colour although both are dichromatic. 
Both rat and mouse cones  co-express two photopigments, one sensitive to wavelengths of ca 
510nm and one to ca 360 nm i.e. UV. Their visual systems exploit differences in the spectral 
absorption properties among the cones, enabling them to make certain dichromatic colour 
discriminations, which is also the case for gerbils (Jacobs and Williams, 2007; Jacobs, 
Fenwick and Williams 2001; Jacobs, Williams and Fenwick, 2004;  Jacobs and Deegan  2nd., 
1994). Both diurnal rodents and rodents which live in almost lightless conditions have been 
found to have similar colour vision (Williams, Calderone and Jacobs, 2005; Jacobs et al., 
2003). 

Amongst mammals, primates represent exceptions with regard to colour perception. 
Sound data confirm the long held suspicion that colour vision in primates including humans, 
apes, and Old World monkeys is better developed than in other mammals: in spite of data 
lacking on many species, these are all considered to be trichromatic (Jacobs, 1993). 
Variations nevertheless exist (Jacobs, 1996; Jacobs and Deegan 2nd., 1999). Variations 
amongst New World monkeys are even greater, some species being trichromatic while others 
are only dichromatic (Jacobs and Williams, 2006). In addition, evidence predicts that all male 
New World monkeys are dichromats while, depending on their opsin gene array, individual 
females can be either dichromatic or trichromatic (Jacobs and Deegan 2nd., 2003; 2005; 
Rowe and Jacobs, 2004). Some nocturnal species appear to be monochromatic however 
(Jacobs 1996). 

The situation for aquatic mammals is quite different. Many species, including dolphins 
and seals, and in particular mammals that live in deep water tend to have blue shifted vision 
compared to that of many terrestrial mammals and are monochromatic (Fasick et al., 1998).  
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This is considered to result from the absence of evolutionary pressure to maintain colour in 
the dark monochromatic oceanic environment (Newman and Robinson,  2005). 

Of species studied so far, the best colour vision appears to be found in lower vertebrates 
such as certain birds, aquatic creatures, and certain insects including butterflies and 
honeybees. Birds vary according to species in their capacity to perceive colour. Diurnal birds 
tend to have increased ultraviolet sensitivity, with far more cones than rods and their cones 
are sometimes complex, while nocturnal species such as owls tend towards sensitivity in the 
infrared end of the spectrum with a relatively high proportion of rods and are colour-blind. 
The most acute avian vision is found in raptors, such as hawks and eagles that rely on their 
sight to spot prey from altitude. They are bifoviate, increasing the potential number of cones, 
some of which are double, a phenomenon also observed in fish, amphibians, and reptiles. An 
eagle has a larger retina than a human with five times more cones and its structure, like that of 
most birds, is more complex. Many birds have four types of cone making them potentially 
tetrachromats.  

Fish appear to have quite well developed visual systems, comparable in some species to 
those of birds. Some have photoreceptors with peak sensitivities in the ultraviolet range. This 
may be because, like birds, they move about in a blue environment and need to contrast food 
sources or predators against a blue background. Teleostei, regrouping about 23,600 vertebrate 
species making up 95% of all known fish species, perceive red, yellow/green/blue, violet and 
UV up to 365nm. However, since sea water selectively absorbs longer wavelengths, i.e. red 
light, many fish living below 10 metres see “poorly” in the red region. Nevertheless many 
reef fish species living at this depth emit red fluorescence the origin of which are guanine 
crystals and do perceive this colour (Michiels et al., 2008).  

Amphibians see fairly well in colour with a maximum day vision principally in yellow 
and at night in green. Colour vision in reptiles is also well developed with turtles able to 
distinguish between blue, green and orange and lizards between yellow, red, green and blue. 
Reptiles have genera that possess rods and four spectral classes of cone each representing one 
of the five visual pigment families, endowing these species with the potential for 
tetrachromatic colour vision (Bowmaker, 1998). 

Many insects, including butterflies, flies and bees, have colour vision. Butterflies vary 
widely in their sensitivity to light, and are considered to have the widest visual range of any 
form of wildlife. The Chinese yellow swallowtail butterfly (Papilio xuthus) has a 
pentachromatic visual system, i.e., the eyes contain five different types of cones, sensitive to 
UV, violet, blue, green, and red wavelength peaks. In nature, these butterflies feed on nectar 
provided by flowers of various colours not only in direct sunlight, but also in shaded places 
and on cloudy days. The windmill butterfly (Atrophaneura alcinous) has a visual spectral 
range from at least 400 nm to 700 nm, while the Sara Longwing butterfly (Heliconius sara) 
has a range from 310nm to 650nm. Mosquitoes do not perceive yellow but do see purple, the 
reason for which traps emit blue to ultraviolet light which attracts the insects. Bees, have 
complex compound eyes, four visual cells in each ommatidium responding to yellow/green 
light (530 nm), two responding maximally to blue light (430 nm) and the remaining two 
responding best to ultraviolet light (340 nm), allowing the honeybee to distinguish colours 
(except red).  However, an additional feature of bee vision is that they are dichroic, i.e. 
sensitive to polarized light, which would pose a problem in perceiving colour from waxy 
plant surfaces since this is partially linearly polarized. Bees and many other insects overcome 
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this problem since the majority of their photoreceptors are twisted like a corkscrew which 
enables them to perceive the same colour in all directions (Wehner and Bernard, 1993). 

 
 

Colour and the Human Visual System  
 
Two major ancient Greek schools attempted to provide a primitive explanation of human 

vision. The first theory, championed by scholars like Euclid and Ptolemy and their followers, 
was the "emission theory" which considered that vision was “produced” when rays emanating 
from the eyes intercept objects. The second theory advocated by Aristotle, Galen and their 
followers, considered vision to result from something representative of the object entering the 
eyes. While it contains essential aspects of present day explanations, light did not play any 
role in this theory and it remained only a speculation lacking any experimental foundation. In 
1021 Ibn al-Haytham (also known as Alhacen or Alhazen), the "father of optics", was the first 
to reconcile both schools of thought in his Book of Optics. He argued from extensive 
scientific experimentation that vision is due to light from objects entering the eye and was the 
first to suggest that visual perception occurs in the brain, rather than the eyes. He also pointed 
out that personal experience has an effect on what people see and how they see, i.e. that 
vision and perception are subjective. The anatomical studies of Leonardo da Vinci, 1452-
1519, were the first to demonstrate the special optical qualities of the eye and he considerably 
advanced ideas on vision when he realized that there is a distinction between central (foveal) 
and peripheral vision. 

Today we know that only part of the colour processing performed by the human visual 
system takes places within the photoreceptors themselves, or before the signals reach the 
higher levels of the brain (Cronin and Marshall, 2001). Anatomical, microscopical, 
physiological and biochemical data provide detailed explanations of how the visual system in 
humans permits information from the environment to be detected and processed. The first 
stage consists of forming of an image on a light-sensitive membrane, the retina, at the back of 
the eye, which is actually part of the brain serving as a transducer to convert patterns of light 
into neuronal signals. In the adult human eye the retina constitutes 72% of a 22 mm diameter 
sphere, with a 3 mm² area lacking photoreceptors where the optic nerve leaves the eye, often 
called "the blind spot". In contrast, lateral to this is the fovea, most sensitive to light, 
responsible for our sharp central vision. The photoreceptive cells of the retina, due to the 
presence of a photosensitive pigment, respond to photons of light by producing neural 
impulses, hyperpolarizing cell membranes and ultimately producing electrical signals in 
retinal ganglion cells. These are then processed in a hierarchical fashion by different parts of 
the brain, from the retina to the lateral geniculate nucleus, to the primary and secondary visual 
cortex of the brain to form a representation of the external environment in the brain. The 
retina contains two types of photoreceptors, rods and cones. The rods, responsible for our 
dark-adapted vision are more numerous, 75-150 million compared with the 7 million cones in 
man, employ a sensitive photopigment called rhodopsin, with a thousand fold more 
sensitivity to light than cones. Rods adapt slowly to low levels of light and their sensitivity 
peaks sharply in the blue, i.e. shorter wavelengths compared to daylight vision, accounting for 
the increased apparent brightness of green leaves in twilight. They are better motion sensors 
and since they predominate in the peripheral vision, this affords better vision of dimmer 
objects in peripheral vision.  Visual acuity or visual resolution is, however, much better with 
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the cones. Cones in man, divided into "red" cones (64%), "green" cones (32%), and "blue" 
cones (2%), provide the eye's colour sensitivity, making man trichromatic. The green and red 
cones are concentrated in a spot known as the macula, the centre of which contains densely 
packed cones and no rods. The "blue" cones have the highest sensitivity and are mostly found 
outside the fovea, leading to some distinctions in the eye's blue perception. 

However, how colour may actually be perceived is, as the very early intuitions of 
Leonardo da Vinci and others suggested, most often determined by complex processes and 
interactions between brain structures well beyond the receptor level. While humans can name 
the colour they see, it is impossible to tell which colour a non-human animal actually 
perceives when it responds selectively to a given colouration in an experimental task, for 
example. This will most likely for always remain a mystery to humans. However, cleverly 
designed psychophysical studies have allowed a better understanding of how non-human 
animals react to colourations, and how such reactions may be linked to environmental 
pressures or constraints. Moreover, recent scientific studies have shown that colour 
perception in humans is also quite strongly influenced by the immediate visual environment 
or context as well as by cultural factors. 

 
 

Comparative Psychophysics and the Biological Role of Colour Perception in 
Animals 

 
Over a century ago workers such as J. Lubbock and K. von Frisch developed behavioural 

criteria establishing that non-human animals see colour. Many animals in most phyla have 
since then been shown to have colour vision. Colour is used for specific behaviours, such as 
phototaxis and object recognition, while other behaviours such as motion detection are not 
dependant on colour. Having established the existence of colour vision, research focussed on 
the question of how many spectral types of photoreceptors were involved. Recently, data on 
photoreceptor spectral sensitivities have been combined with behavioural experiments and 
physiological models to systematically study the next logical question: ‘what neural 
interactions underlie colour vision?’ Kelber, Vorobyev and Osorio (2003) give an overview 
of the methods used to study animal colour vision, and discuss how quantitative modelling 
can suggest how photoreceptor signals are combined and compared to permit the 
discrimination of biologically relevant stimuli. 

Comparative psychophysics is able to address questions about how colour perception 
influences behaviour in the different species. Does a bull get enraged by the colour of a red 
cape or by its movements? Do colourations help bees to discriminate flowers which are 
plump with nectar from others? Do specific colourations help a cat detect prey more rapidly? 
What do animals see when they detect colour and do they actually perceive colour? While no 
one knows exactly what animals see or perceive, there are several aspects of these questions 
that can and indeed have been explored. Firstly, we need to know how their visual systems 
work from a physiological perspective and also the spectral sensitivities of the photo-
pigments, which have been reviewed above. More important, however, is the question of how 
an animal’s brain processes colour signal input. Some researchers think that animals 
"understand" little of what they see, just as humans rarely "understand" abstract paintings. 
Although we know that visual abilities differ among animals, there is an important distinction 
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between detecting light that illuminates the retina, and understanding what is actually “out 
there”. 

Since animals cannot answer questions about the colours they perceive, scientists have 
had to develop experiments in which animals are trained to make selective behavioural 
choices on the basis of colour. If an animal's food is always placed under a red square instead 
of a green square, if both squares are otherwise identical from all points of view and re-
positioned randomly over time, and if the animal still and consistently keeps looking under 
the red square when it is hungry, we may indeed conclude that it is capable of distinguishing 
what we perceive as red from what we perceive as green. Yet, what we know about colour 
perception in the animal kingdom pales in comparison to that what is yet to be discovered.  

Thirty years ago virtually everything known about primate colour vision derived from 
psychophysical studies of normal and colour-defective humans and from physiological 
investigations of the visual system of the macaque monkey, the most popular human 
surrogate for this purpose. The years since have witnessed much progress toward the goal of 
understanding this remarkable feature of primate vision. Among many advances, 
investigations focussed on naturally occurring variations in colour vision in a wide range of 
nonhuman primate species have proved to be particularly valuable. Results from such studies 
(Jacobs, 2008) were central to expanding our understanding of the interrelationships between 
opsin genes, cone photopigments, neural organization, and colour processing. This work also 
generated valuable insights into the evolution of colour perception. Latanov, Leonova, 
Evtikhin, and Sokolov (1997) studied colour discrimination using an instrumental learning 
paradigm in monkeys (Macaque rhesus) and fish (Carpio cyprinus L). Confusion matrices 
composed of probabilities of instrumental responses were treated by factor analysis. The 
spherical structure of perceptual colour space revealed in both species was found to be similar 
to that in humans, corresponding to "red-green," "blue-yellow" and the neuronal channels 
signalling for "brightness" and "darkness". 

The dance of the honeybee has been researched extensively, and we have a relatively 
good understanding of the colour vision of bees and related insects. Mosquitoes and flies have 
been studied because of their role in spreading diseases, and it has been shown that they are 
attracted or repelled by specific surface colours, and by specific coloured sources of light. 
Interestingly, the surface colours they prefer do not necessarily correlate with the light source 
colours that attract them. Studying colour perception in birds is also quite challenging. From 
observation, it is clear that different species are attracted to bird feeders of particular colours, 
and that changing the colour of ambient light can trigger early breeding, or alter fertility rates, 
by mimicking the change of seasons. It is as hard for us to imagine how birds perceive colour 
as it is for a colour blind person to imagine full colour vision: it is outside our experience. 
Some species which we see as having identical male and female plumage differ when seen in 
the ultraviolet range - a difference which the birds themselves perceive. Butterflies also 
perceive colourations and often identify each other quite easily using ultraviolet markings. 
The male and female little sulphur butterflies (Eurema lisa) differ only in the ultraviolet 
region, with males being strongly ultraviolet reflective and females not.  

Over many millions of years, sea creatures have developed a range of light reflectance 
properties. One example is the large variation in the patterns and colours of fish inhabiting the 
world's coral reefs. Attempts to understand the significance of the colouration have been 
made, but all too often from the perspective of a human observer. A more ecological 
approach requires us to consider the visual system of those for whom the colours were 
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intended, namely other sea life. A first step is to understand the sensitivity of reef fish 
themselves to colour. Physiological data has revealed wavelength-tuned photoreceptors in 
reef fish, and provided behavioural evidence for their application in colour discrimination. 
Using classical conditioning, freshly caught damselfish were trained to discriminate coloured 
patterns for a food reward (Siebeck, Wallis, and Litherland, 2008). Within 3-4 days of 
capture, the fish selected a target colour on over 75% of trials. Brightness of the distractor and 
target were systematically varied to confirm that the fish could discriminate stimuli on the 
basis of chromaticity alone. The study demonstrated that reef fish can learn to perform two-
alternative discrimination tasks, and provided the first behavioural evidence that reef fish 
have colour vision. Fishes such as members of the billfish family also appear to perceive 
colourations. These highly visual predatory teleosts inhabit the open ocean. Little is known 
about their visual abilities in detail, but previous studies indicated that these fish were likely 
to be monochromats. However, there is evidence of two anatomically distinct cone types in 
billfish. The cells are arranged in a regular mosaic pattern of single and twin cones as in many 
fishes, and this arrangement suggests that the different cone types also show different spectral 
sensitivity, which is the basis for colour vision. First measurements using 
microspectrophotometry (MSP) revealed peak absorption of the rod pigment at 484 nm, 
indicating that MSP, despite technical difficulties, will be a decisive tool in demonstrating 
colour vision in these offshore fishes. When hunting, billfish such as the sailfish flash bright 
blue bars on their sides, which also reflect UV light at 350 nm as revealed by 
spectrophotometric measurements. Billfish lenses block light of wavelengths below 400 nm, 
presumably rendering the animal blind to the UV component of its own body colour. 
Interestingly, at least two billfish predatory species have lenses transmitting light in the UV 
waveband and are therefore likely to perceive a large fraction of the UV peak found in the 
blue bar of the sailfish (Fritsches, Partridge, Pettigrew and Marshall, 2000). Wavelength 
discrimination ability of the goldfish has also been investigated on the basis of a behavioural 
training technique in the UV spectral range (Fratzer, Dörr and Neumeyer, 1994). First, 
spectral sensitivity was determined for two fishes to adjust the monochromatic lights 
(between 334 and 450 nm) to equal subjective brightness. The results of the wavelength 
discrimination experiment showed that, independent of which wavelength the fish were 
trained on, the relative choice frequency reached values above 70% only at wavelengths 
longer than 410 nm. Wavelength discrimination between 344 and 404 nm was not possible. 
These observations cannot be explained on the basis of the cone sensitivity spectra. Instead, 
inhibitory interactions, which suppress the short wavelength flanks of the short-, mid-, and 
long-wavelength sensitive cone types in the UV range have to be proposed. Kitschmann and 
Neumeyer (2005) demonstrated that goldfish are able to categorize spectral colours after 
habituation to a specific training wavelength. Subsequently, Poralla and Neumeyer (2006) 
trained goldfish on more than one wavelength to prevent very accurate learning. In one 
experiment goldfish were trained on six adjacent wavelengths with equal numbers of rewards, 
and, thus, equal numbers of learning events. Generalization tests showed that some 
wavelengths were chosen more often than others, indicating that certain spectral ranges are 
either more attractive or more easily remembered than others. This is a characteristic of the 
"focal" colours or centres of colour categories in human colour perception and the findings in 
goldfish may thus be interpreted accordingly. There appear to be four categories in spectral 
ranges approximately coinciding with the maximal sensitivities of the four cone types, and 
three categories in-between. Experiments with two training colours have shown that there 
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seems to be no direct transition between categories analogous to human "green" and "red", 
but that there is a colour analogous to human "yellow".  

However, visual systems sensitive to colour are confronted with the fact that the external 
stimuli are ambiguous because they are subject to constant variations of luminance and 
spectral composition. Furthermore, the transmittance of the ocular media, the spectral 
sensitivity of visual pigments and the ratio of spectral cone types are also variable. This 
results in a situation where there is no fixed relationship between a stimulus and a colour 
percept. Colour constancy has been identified as a powerful mechanism to deal with this set 
of problems, but is active only in a short-term time range. Changes that cover longer periods 
of time require additional tuning mechanisms at the photoreceptor level or at post-receptor 
stages of chromatic processing. Wagner and Kröger (2005) used the trichromatic blue acara 
(Aequidens pulcher, Cichlidae) as a model system and studied retinal physiology and visually 
evoked behaviour after rearing fish for 1-2 years under various conditions, including near 
monochromatic lights (spectral deprivation) and two intensities of white light (controls). In 
general, long-term exposure to long wavelength light had lesser effects than light of middle 
and short wavelengths. Within the cone photoreceptors, spectral deprivation did not change 
the absorption characteristics of the visual pigments. By contrast, the outer segment length of 
middle and long-wave-sensitive cones was markedly increased in the blue rearing group. 
Furthermore, in the same group, a loss of 65% short-wave-sensitive cones was observed after 
2 years. These changes were interpreted as manifestations of compensatory mechanisms 
aimed at restoring the balance between the chromatic channels. At the horizontal cellular 
level, the connectivity between short-wave-sensitive cones and the H2 cone horizontal cells 
were affected in the blue light group. Responses of H2 horizontal cells to light were also 
sensitive to spectral deprivation showing a shift of the neutral point towards short 
wavelengths in the blue rearing group. An intensity effect was found in the group reared in 
bright white light, where the neutral point was more towards longer wavelength than in the 
dim light group. Like changes in the cones, the reactions of horizontal cells to spectral 
deprivation in the long wave domain may be characterized as compensatory. The spectral 
sensitivity of the various experimental groups of blue acara in a visually evoked behaviour 
task revealed that changes in relative spectral sensitivity were too complex to be explained by 
a simple extrapolation of adaptive and compensatory processes in the outer retina. The inner 
retina, and/or the optic tectum appear to be involved here, reacting to changes of the spectral 
environment. Thus in summary, there appears to be considerable developmental plasticity in 
the colour vision system of the blue acara, where epigenetic adaptive processes at various 
levels of the visual system respond to the specific spectral composition of the surroundings 
and provide a powerful mechanism to ensure functional colour perception in different visual 
environments. Processes involving an active fine-tuning of photoreceptors and post-receptor 
processing of chromatic information during ontogenetic development are a general feature of 
all colour vision systems. These appear to establish a functional balance between the various 
chromatic channels. This is likely to be an essential condition for cognitive systems to extract 
relevant and stable information from unstable and changing environments. Comparisons of 
functionally important changes at the molecular level in model systems have identified key 
adaptations driving isolation and speciation. In cichlids, for example, the long wavelength-
sensitive opsins appear to play a role in mate choice and variations in colourations of the 
males, within and among species. To test the hypothesis that the evolution of elaborate 
colourations in male guppies (poecilia reticulata) is also associated with opsin gene diversity, 



Birgitta Dresp-Langley and Keith Langley 110 

Ward et al. (2008) sequenced long wavelength-sensitive opsin genes in six species of this 
family and concluded that enhanced wavelength discrimination may be a possible 
consequence of opsin gene duplication and divergence. This might have been an evolutionary 
prerequisite for colour-based sexual selection and may have led to the extraordinary 
colourations now observed in male guppies and in many other species. 

Many living organisms thus clearly appear to detect visual information relative to colour, 
and are able to perceive differences in colourations. How essential is it for their survival, and 
is its absence life threatening? Several generalities can be postulated: there exists a strong 
interdependence between the habitat and/or behaviour patterns of different species and their 
capacity to perceive colour. For example, flying birds require a comprehensive visual 
perception in three-dimensional space, while birds that live on seeds and fruits in the forest 
canopy need to differentiate between green and the colours of their chosen foods. Monkeys 
need to distinguish between orange fruits and green foliage to find food. Ultraviolet vision as 
possessed by the kestrel can offer a significant advantage in spotting the traces left by prey, 
such as urine and faeces. The spectral range of vision of bees and butterflies also extends into 
the ultraviolet, which could aid them in seeking nectar in flowers they pollinate which have 
specific ultraviolet patterns. Evolutionary forces have been operational in developing specific 
characteristics, including particular spectral sensitivities and specific colourations, so that 
species survive better in a highly competitive environment. Thus, biological colourations may 
have different functions, but they all represent a means of signalling to members of the same 
or other species. These functions may be divided into three broad categories: deceptive 
signalling or camouflage, advertising, and repulsive signalling. 

 
 

Deceptive Signalling or Camouflage 
 
Deceptive signalling comprises the capacity of organisms for camouflage. Homochromy, 

which does not necessarily involve changing colour, is a strategy which has evolved to escape 
predators and consists of attempting to appear the same colour as the immediate environment. 
It can be referred to as deceptive colouration, or camouflage. The larger sized species tend not 
to mimic the colourations of specific objects, but to blend in with the tones present in their 
environment, e.g. leopards with their dark spots melt into the brush. Other principles 
underlying camouflage have been described in addition to such background pattern matching, 
or crypsis. Crypsis is, in fact, not an optimal strategy of concealment because edge 
information remains fully available to a potential predator. Another strategy, called disruptive 
colouration, has long been assumed more effective. Disruptive colouration is a contrast effect 
where high contrast elements at edges mask the perception of shape despite the fact that edge 
elements may be independently visible. Spectrophotometric studies, combined with data on 
the perception of shape targets by non-human animals (e.g. Stevens et al., 2006), have 
provided evidence in support of the idea that disruptive colouration reduces the chances of 
bird predation of artificially created targets. 

Smaller sized species, like fish, reptiles, and amphibians, such as those of tropical rain 
forests, are able to rapidly change their colourations in response to changes in their 
environment, having developed complex mechanisms that allow them to deceptively 
“disappear” by blending in with their surroundings. This is achieved on the basis of a 
redistribution of the pigments in their chromophores, thus changing their colour. In the most 
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well known example of this type of deceptive signalling, the chameleon, different species can 
change colours to pink, blue, red, orange, green, black, brown, yellow and turquoise. Two cell 
types are present in the upper layer of their skin, containing yellow and red pigments 
respectively, above a layer of iridophores, which can reflect, blue light. A layer of 
melanophores influences the “lightness” of the reflected light. All these pigment cells can 
rapidly relocate their pigments and thereby alter the colouration of a chameleon almost 
instantly. Similar processes occur in other animals, including fish, and detailed molecular 
mechanisms of pigment redistribution have been studied in several animal species, especially 
fish (Logan et al., 2006), and cephalopods such as calamari, cuttlefish and octopi with bright 
colours (Cloney and Florey, 1968; Demski, 1992). Rapid colour change in many fish species 
can be provoked by osmotic changes in the chromatophores (Lythgoe and Shand, 1982), and 
the regulation mechanisms underlying such changes have been extensively studied (Glaw and 
Vences, 1994; Valverde et al., 1995; Rodionov et al., 1998; Kashina et al., 2002; Aspengren 
et al., 2003; Mäthger et al., 2003; Sugden et al., 2004; Snider et al., 2004; Logan et al., 2006).  

Cuttlefish are particularly clever masters of disguise, rapidly changing colouration to 
blend with their backgrounds and thereby seemingly vanishing from the scene. Recent studies 
(Cuthill, 2007) have shown that cuttlefish also use this ability to rapidly change their 
colouration with exactly the opposite aim, breaking their camouflage to “stick out” in order to 
direct warning messages at specific predators which are particularly likely to be dissuaded by 
visual signals. This kind of strategic signalling then falls into the repulsive category, which 
will be discussed later. Indeed, animals change their colouration for various reasons and not 
always, as is often assumed, for camouflage. Far more frequently, such changes are a genuine 
mode of communication within and across species and include warning signals in response to 
stress, attractive signalling to find a mate (see the next section), and signalling illness or 
submission to predators (Stuart-Fox and Moussalli, 2008; Porras et al., 2003; Deacon et al., 
2003; Fujii,  2000).   

Another type of deceptive signalling is employed by some bioluminescent marine 
species, which employ this not to avoid being detected, but to lure prey. Thus the anglerfish 
use their bioluminescence to attract small animals to within striking distance. The 
cookiecutter shark uses bioluminescence essentially for camouflage. A small patch on its 
underbelly remains dark and appears like a small fish to large predators like tuna and 
mackerel, and when these fish try to catch what they perceive as a "small fish", they are 
captured by the shark. The marine plankton dinoflagellates display an interesting twist on this 
mechanism. When a predator of this plankton is sensed through motion in the water, the 
dinoflagellate luminesces and, in turn, attracts even larger predators, which then will consume 
the smaller would-be predator of the dinoflagellate. This kind of, somewhat risky, selective 
strategy of deceptive signalling, also called “bluffing”, is used by predated animals of various 
species (Langridge, Broom, and Osorio, 2007). 

 
 

Advertising and Mate Choice 
 
Animals largely employ their colourations to advertise their presence, either to attract 

members of their own species or repel those of others. Both colour and ultraviolet reflectance 
play an important role in attempting to attract a sexual partner as well as communicating 
worthwhile information in mate choice. This is well documented in fish (Boulcott, Walton 
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and  Braithwaite, 2005 ; Rick and Bakker, 2008b ; Modarressie, Rick and Bakker, 2006; 
Sköld et al., 2008), where bioluminescence has also been shown to play a significant role 
(Herring, 2000). Fish, such as sticklebacks and Siamese fighting fish, also employ both 
visible colour and UV in territorial defence (Rick and Bakker, 2008a). Many fish can display 
dramatic colour changes during courtship displays related to the degree of sexual arousal of 
the male, which are produced in the short term by pigment redistribution within 
melanophores. 

Many reports have emphasized the potential biological role of both UV reflectance and 
fluorescence in avian communication (Andersson and Amundsen, 1997; Hunt et al., 1999, 
2001; Örnborg et al., 2002; Siitari et al., 2002; Pearn et al., 2003). Male individuals of various 
avian species exhibit conspicuous colours on their feathers which are the product of sexual 
selection driven by mating preferences (Andersson, 1994; Darwin, 1871) and the additional 
capacity of avian ornaments to reflect UV plays an important role during sexual displays 
(Hausmann et al., 2003; Hunt et al., 2001; Andersson and Amundsen, 1997; Bennett et al., 
1997; Hausmann et al., 2003; Finger, Burkhardt and Dyck, 1992; Pearn, Bennett and Cuthill, 
2003; Siitari et al., 2002; Parker, 1995).  

The highly coloured ornaments of King Penguins (Aptenodytes patagonicus), notably the 
yellow/orange breast and auricular feathers and the two orange/pink UV reflecting beak horns 
on each side of the beak the have been suggested to be implicated in mate choice (Dresp et 
al., 2005). It is significant that during courtship displays King Penguins flaunt their beak 
ornaments when encountering potential partners (Fig. 5) in a way similar to the flamboyant 
display of peacocks when they rapidly shake their feathers to produce a shimmering 
iridescence colour show with the unique aim of attracting their mate. The fact that the horn is 
both ultraviolet and also orange-pink in colour increases the signal, as more than a single type 
of photoreceptor would be activated and its perception would also be heightened by a contrast 
effect since the tissue surrounding the horn is black. In addition, the multiplicity of 
microstructures with slightly different orientations producing the UV reflectance spreads both 
the wavelength and also the angle over which it is reflected, producing a more easily 
perceptible signal. This potential biological function is strengthened by the fact that such UV 
reflecting ornaments are absent in sexually immature juveniles (Fig. 9), supporting such a 
hypothesis (Jouventin et al., 2005; Massaro, Lloyd and Darby, 2003; Dresp, unpublished 
results). Colour, and particularly colour change, in nuptial behaviour is also widespread 
among fish and has been shown to be hormone dependent (Sköld et al., 2008). 

Apart from the function of visually attracting potential mates with coloured ornaments, 
different colours can also communicate information on general fitness of individuals, in 
particular whether  an individual is well nourished and healthy, although in females this is not 
always the case indicating that female ornamentation in certain species has evolved by direct 
sexual selection on females through male choice (Pärn, Lifjeld and Amundsen, 2005). This 
would thus provide additional criteria particularly for males in attracting female partners 
(McGraw et al., 2002).  Pigment-based ornaments have repeatedly been shown to be 
condition dependent, even though carotenoid based and melanin-base pigments are regulated 
differently, (Senar, Figuerola and Domènech, 2003), but more recently structural coloration 
has also been demonstrated to be condition dependent (Johnsen et al., 2003). Signalling of 
condition criteria for mate choice has also been evoked in butterflies (Kemp and Rutowski, 
2007). 
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Figure 9. Sexually immature King Penguins which lack the distinctive beak horn ornament. 

Bioluminescent light emission is also important for communication during courtship to 
attract a mate, which has been well documented in insects. This is seen actively in both 
fireflies and glow-worms, whose abdomens flash periodically with species-specific temporal 
patterns to attract mates. Both sexes emit specific patterns in an apparent genuine 
communication for sexual attraction. After mating the female no longer emits light and lays 
her eggs. Coded bioluminescent signals for mating have also been well-documented in certain 
small crustaceans such as ostracods. While pheromones may be used for long-distance 
communication, bioluminescent is useful at close range to "home in" on the target. 

Con-specific communication between individuals of the same species does not have to be 
sexual but can serve to simply recognise each other, as is the case for neon fish in the murky 
shallow waters of the Amazonian rain forest, but also for many fish species that form schools 
to give them a numerical advantage for survival. In-flight signalling of certain butterfly 
species has also been documented (Vukusic et al., 2002). In addition, certain fish species use 
their bioluminescence as a form of "night light” for navigation, but it can be used, in addition 
to the functions already discussed, for communication, with other members of the same 
species. Moreover, if this is red, communication is “private”, since few fish perceive red 
(Michiels et al., 2008). 

 
 

Repulsive Signalling 
 
As well as enhancing camouflage, improving communication and/or conferring 

reproductive advantage, body colours may also reflect behavioural strategies, notably those 
related to territorial defence. This may be to defend nests or spawning sites, but can be 
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maintained throughout the year to defend a territory to ensure an adequate food supply, as is 
the case for reef fishes. This has been shown to be hormonally influenced (Korzan et al., 
2008). When males defend territories they are usually bigger and more colourful than their 
female counterparts. Colour can also sometimes be a warning signal to animals dangerous or 
of the inedible quality of other organisms, red, black and yellow being commonly employed 
for this. The black and yellow colouration of bees and wasps represent typical examples. 
Some animals mimic such warning colours to avoid becoming the prey of others, as examples 
of selective strategic signalling including “bluffing”, mentioned earlier, clearly show. 

 
 

Additional Functions 
 
The symbiotic relationship between flowers and butterflies and other pollinators such as 

bees has evolved so that flowers attract pollinators to feed on their nectar. Unique colourful 
and/or contrast visual cues, sometimes in the UV range, provide an important ploy used by 
flowering plants to attract potential pollinators, in the same way that gastronomic restaurants 
serve meals with visual appeal. The colour of flowers of the horse chestnut tree (Aesculus 
hippocastanum) can change from yellow to red when nectar is no longer produced, i.e. when 
there is no longer need for pollination: red is not perceived by pollinating bees although their 
compound eyes are trichromatic being able to see UV (Wakakuwa et al., 2005; Wakakuwa, 
Stavenga and Arikawa, 2007). Butterflies tend to avoid the colour green when feeding, but 
are attracted to it during egg laying, since the next generation of caterpillars requires a good 
source of food after hatching. The green photoreceptors are thus not used when foraging, but 
the others (blue and UV sensitive) are critical in reducing the time taken to find nourishment 
(Spaethe, Tautz and Chittka, 2001). Plants that do not depend on insect or bird pollination are 
unlikely to have showy or scented flowers. The ultraviolet patches on some butterflies are 
directionally iridescent, so that they appear to flicker in flight. This flickering is thought to 
have an important role in butterfly behaviour and communication. 

 
 

Colour Perception in Man: Context Effects, Culture and Colour Symbolism 
 
It is clear from the intensive research reviewed above that colour plays a major role in the 

processes which ensure survival, propagation, and every day behavioural patterns of a large 
number of non-human living organisms. Colour perception is, indeed, the result of a complex 
evolutionary process that has produced different colour vision systems in various species 
across the phylogenetic scale, as we have seen above. 

How vital is colour perception for man? Is such ability a mere luxury that makes our lives 
more enjoyable, as some have suggested? Colour signalling is employed everywhere in the 
world around us, from traffic signals and red warning lights to the bright and colourful 
advertisements in shops, streets and on the television screen. Research on colour perception in 
humans tends to suggest that even in man, even though perhaps to a lesser extent than in non-
humans, colour perception plays an undeniable functional role and allows humans to better 
cope with specific environmental constraints. Also, phenomenological observations and 
psychophysical data have shown that the way in which we perceive a given colour strongly 
depends on the immediate visual context the colour is embedded in. 
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Context Effects in Colour Perception 
 
Colour perception strongly depends on the immediate visual context around the coloured 

object, its luminance, and its shape. The colour red of a red square, for example, with a 
constant chromaticity and luminance, is seen as a darker red when against a background with 
a brighter colour compared with when it is against a background with a darker colour (Fig 
10). This well-known observation is called simultaneous colour contrast. Such colour contrast 
phenomena influence other perceptual processes, such as depth perception and relative 
impressions of “nearer” and “further away” objects in the visual field (Guibal and Dresp, 
2005). The colour red appears to play a particularly important role in such colour based depth 
perception (see also earlier observations by Bugelski, 1967), and the brain mechanisms 
potentially underlying this have been linked to both colour stereopsis (Dengler and Nitschke, 
1993) and neural interactions in area V4 of the primate visual system (Desimone and Schein, 
1987). The functional implications of such a dependency between colour and impressions of 
near and far may be related to colour based perceptual mechanisms driving attention to detail 
(Yantis and Jonides, 1991). These may well be equivalent to colour specific perceptual 
mechanisms in non-human animals, which may help a species detect a prey or predator of a 
specific colour more rapidly, or may help it assess how far or near it is likely to be. 

 

 

Figure 10.  How a colour is perceived depends on the immediate visual context in which the colour is 
embedded. The red square on the dark green background shown on top here, for example, is perceived 
as a brighter than that on the light green background at the bottom. The luminance and chromaticity of 
all four red squares shown are strictly identical. This phenomenon, also known as subjective 
simultaneous colour contrast, is accompanied by other visual effects. For example, the red square on the 
lightest green background here seems nearer to the observer than the red square on the darkest green 
background. 

 
Colour Perception and Cultural Differences 

 
Colour perception plays an important psychological role in the daily life of human 

individuals. The importance of colour for humans definitely goes far beyond the “simpler” 
functions it ensures in non-human animals, such as helping individuals to seek and choose 
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food, to look attractive to a potential mate, or to deceive or discourage a potential predator. In 
humans, colour information and perception has assumed a deeper and far more complex 
psychological significance. It has assumed a symbolic level and as such has become culture 
dependent in the sense that what “blue” may evoke in a European is not necessarily what it 
may evoke in a Chinese or a member of a remote African tribe. Research on colour cognition 
across cultures has generated substantial evidence for differences in colour cognition between 
language communities, including semi-nomadic African tribes, revealing a considerable 
diversity in the way different languages partition the physical continuum of colours visible to 
man. While some languages have been reported to use as few as two terms to describe all 
visible colours, others use up to twelve. Whatever the origin of these differences, it appears 
that even when two different languages have the same number of terms for similar points in 
colour space, there are significant differences in their cognitive organization as a function of 
culture and visual environments (Roberson et al., 2005). Cognitive organization or mapping 
of perceived events to metaphors, or terms of a given language may lead human individuals 
to contradict input from visual perception when judging the brightness of physical objects, for 
example (Meier et al., 2007). Emotions in particular seem to influence how the colours we 
perceive may be given a cognitive interpretation that is detached from visual perception as 
such. Thus, when making category judgements (Meier, Robinson, and Clore, 2004), people 
seem to have a tendency to assume, possibly unconsciously, that objects with bright colours 
are “good”, “uplifting”, and “forward”, whereas objects with darker colours are “bad”, 
“depressing”, and “obscure”. 

 
 

Colour Symbolism and Emotions 
 
In the most general terms, we tend to call colours “beautiful” or “ugly “, “warm” or 

“cold”, “gay” or “sad”, but we also go well beyond such categories. Colours may indeed 
evoke a variety of emotions, ranging from surprisingly strong to subtle and rather finely 
tuned. Red, the colour of blood often provokes an intense reaction, symbolising the passion 
and destruction indicated by it. It also often represents the forbidden, danger, even social 
revolt and, thus, courage. Pink, in contrast, symbolises noble emotions such as love, affection 
tenderness, femininity, babies and, more generally, harmony. Violet is associated in most 
cultures with spiritual peace, meditation and religious reflection and as such confers the 
notion of mystery. Purple, close to violet, adds a “noble” aspect to the latter and as such 
becomes the colour of kings and noblemen and social and spiritual power. Blue is the colour 
of the sky and stretches of water and thus suggests ideas of space and serenity. At the same 
time it provokes a sensation of cold. Green is found everywhere in Nature and symbolises 
life, freshness, vitality, health and optimism. It does not strongly stimulate the emotions and 
thus is a calming colour. Yellow is a luminous stimulating colour representing joy, but can 
provoke many different emotions. Orange, a colour close to that of flames induces a feeling 
of warmth (either physical or human). Brown, an essential colour of soil evokes honesty and 
as such feelings of comfort and stability. Black is a colour closely associated with night and 
therefore with death, bad luck, despair and sadness. Nevertheless in modern European 
society, black can also represent modernity, elegance and “chic”. Grey is a totally neutral 
colour symbolising equilibrium and confidence. White at the opposite extreme to black and 
devoid of sensuality is the icon of psychic and physical purity, of innocence and light. 
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The vast commerce devoted to colour schemes and decoration for our houses and 
apartments pays witness to how much we consider that colour, or the “right” choice of colour, 
is important to us. The colour of what we eat or drink contributes an essential aspect in 
whether we choose and enjoy a particular food or beverage. This is because we have built into 
our basic experiences the notion that a particular foodstuff has to be a particular colour for it 
to be edible, i.e. its colour will determine acceptance or rejection of it. This is taken into 
consideration in preparing food and making it appear more attractive. Thus the colour of 
salmon in a shop is the first characteristic noted by the consumer. Salmon can be, and often 
is, rendered pinker by adding carotenoids to food given to fish in fish farms (Shahidi, 
Metusalach, and Brown, 1998). Likewise margarine (from the Greek margaron, pearl white), 
invented in France in 1869 to replace butter, which was then scarce, is given a yellowish tint 
to suggest more pleasant sensations than those elicited by spreading white fat on our 
sandwiches.  

Also, despite the fact that black has become the most fashionable colour to wear 
worldwide, man has not lost the desire to attract partners by colour. It is clear that man can 
invent many artificial, creative ways of using colour and resort to sophisticated colourful 
ornaments to attract others. The use of lip stick, make-up, or colourful sparkling jewellery or 
underwear by humans has such obvious parallels in the animal world that is almost bound to 
reflect the ultimate expression of the complex evolutionary process that has led to the 
emergence of colour perception. 
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ABSTRACT 
 

Since the formulation of the Young-Helmholtz chromatic theory in the 19th century, 
it has generally been accepted that human colour vision is trivariant, i.e., it is possible to 
match any colour stimulus by mixing three primary stimuli in appropriate proportions.  
This resulted in the definition by the International Commission on Illumination in 1931 
of the standard colorimetric observer for fields of 2° only three years after the definition 
of the standard photometric observer known as the Vλ luminous efficiency curve.Much 
progress has been made in the knowledge of colour vision since then, in such fields as 
physics, physiology, genetics, biochemistry, neuroscience, and psychology.  That is why 
it is perhaps the time to raise our level of exigency a step when it comes to characterizing 
a chromatic observer.  The question we should ask ourselves is not whether that figure of 
the standard colorimetric observer represents the average of the population, because this 
can indeed be done with successive corrections.  Rather it is whether there exist very 
large individual differences in the perception of colour, and if so how these differences 
manifest themselves.  This is of course apart from observers characterized as defective.In 
this chapter, we review the state-of-the-art in this field, and present our own latest 
research results concerning this question. 
 
 

1. INTRODUCTION 
 
Colour is defined by the International Commission on Illumination (CIE) as the attribute 

of visual perception by which an observer can distinguish differences between two fields of 
the same size, shape, and texture that may be due to differences in the spectral composition of 
the electromagnetic radiation related to the observation.  This is called psychophysical colour 
to clearly indicate that it is the response of sensory perception to radiant stimuli, thus 
emphasizing its bipolar nature.  This dual nature was often denied by scientists of one of the 
two disciplines to which its name alludes – physics and psychology. 
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The first specific theory of colour vision was enunciated by Thomas Young in 1801.  It 
included physical and physiological terms, and was based on the impossibility of there 
existing in the retina an infinity of particles that could vibrate in resonance with each possible 
undulation associated with light.  It had to be assumed that the number of types of these 
particles is finite, corresponding to the three main colours – red, yellow, and blue.  Each 
sensitive filament of the nerve could be divided into three portions, one sensitive to red, 
another to yellow, and a third to blue [1]. This theory is known as the Three Receptor or 
Trichromatic Theory.  Because of its clear limitations, it was not widely accepted.  It was 
Helmholtz who later developed Young's ideas in his 1896 Handbuch der Physiologischen 
Optik [2], in the second volume of which he wrote: 

 
“The eye is equipped with three different sets of nerve fibres.  Stimulation of the first 

excites the sensation of red, stimulation of the second excites the sensation of green, and 
stimulation of the third excites the sensation of violet. 

“Homogeneous light excites these three types of fibres in various degrees depending on 
their wavelength.  But this does not mean that every colour of the spectrum does not stimulate 
the three types of fibres, some weakly and others strongly.  On the contrary, to explain a series 
of phenomena it is necessary to assume that this is precisely what occurs.” 
 
At the end of the nineteenth century, a German physiologist, Ewald Hering [3], 

developed a theory of colour vision based on the subjective appearance of colours rather than 
on physical experiments.  The trichromatic theory was inadequate to explain the appearance 
of colours.  It could not reasonably explain why red and green lights are perceived as yellow 
when mixed, or why this yellow mixed with blue produces a perfect white [4].  Most 
defenders of the trichromatic theory were physicists who, at that time, disdained 
consideration of the appearance of colour as being of little scientific interest.  Hering, 
however, asked himself why we never perceive a reddish green or a greenish red, but we do 
perceive greenish blues, etc.  Hering speculated that the answer could lie in a process of 
opponent colours.  He suggested that the visual system might be capable of generating signals 
of two opposing types depending on the wavelength.  This idea was not favourably received 
by either physicists or physiologists.  More than half a century had to pass until several 
experiments supported Hering's Opponent Process Theory of colours. 

The trichromatic theory and the opponent process theory of colours competed with each 
other for some time, until the conflict was resolved in around 1920 when the physiologist 
G.E. Müller [5] and the physicist Edwin Schrödinger [6] developed the Zone Theory to show 
that the previous two theories were not really incompatible.  According to the zone theory, 
trichromatic separation of the type proposed by Young-Helmholtz occurs initially in one 
zone, followed by the opponent colour process of the Hering type in another zone.  The zone 
theory postulates three stages of processing: 

 
1. An initial photochemical stage. 
2. An intermediate chemical stage. 
3. A final stage corresponding to the excitation of the fibres of the optic nerve. 
 
Both Hering's opponent process theory of colour and Müller's zone theory were entirely 

qualitative in their formulation.  This resulted in prolonging the dominance of the 
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trichromatic theory as being the only one that was backed up by quantitative data, in 
particular, by those from the Colour-Matching Functions (CMF) proposed by the CIE in 
1931. 

It was not until 1949 that Judd [7], on the basis of the ideas outlined by Müller, put 
forward an empirically verifiable quantitative formulation reflecting the initial ideas of the 
zone theory.  In this formulation, Judd used the colour matching functions for normal 
trichromats as well as those for deuteranopes and protanopes.  He also took into account the 
achromatic stimuli perceived by the different types of dichromats, and the spectral location of 
the stimulus that generates the single yellow.  The mathematical validity of Judd's 
formulation of the zone theory of Müller is unquestionable, but it is far from providing a 
physiological correspondence for each of its terms [8]. 

Three types of cones were postulated, each containing a different type of photopigment 
with its own absorption spectrum.  The spectral response functions of each cone can be 
expressed as linear combinations of the CIE's 1931 colour matching functions for trichromat 
observers: 
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where p1(λ), p2(λ), p3(λ) are the spectral response functions of the three types of cone. 
In the second stage of zone theory, the responses of the cones are combined to give a 

signal that opposes a yellowish red stimulus yR to a bluish green stimulus bG: 
 

)()()( 211 λλλα pp −=  (2) 
 
A greenish yellow stimulus gY is also opposed to a reddish blue stimulus rB: 
 

)(4000.0)(3849.0)(0151.0)( 3212 λλλλα ppp −−=  (3) 
 
Finally, Judd postulated six neural signals carrying the sensations of white, black, red, 

green, yellow, and blue.  The signals that provide chromatic sensations are generated through 
two opponent processes: 
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where β1 is a red-green type signal, and β2 is a blue-yellow type signal. 

 
The signal which gives the achromatic sensation is obtained primarily through the signals 

emerging from the first process level together with minor contributions of signals from the 
second process level: 
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Similarly, before the physiological confirmation of the existence of opponent processes, 

in 1955 Hurvich & Jameson [9] provided Hering's theory of opponent processes with the 
quantitative basis that allowed it to be directly compared with the mixture function supported 
trichromatic theory.  In Hurvich & Jameson's initial formulation of the opponent process 
theory, the chromatic response functions represent the differential effect of light on four 
substances B, G, Y, and R, whose spectral sensitivities are expressed as linear combinations 
of the mixture functions. 

By assumption, the chromatic and achromatic response curves can be derived from these 
sensitivity curves, and expressed as linear combinations of the standard observer colour 
matching functions [8]: 

 
[ ]

[ ]
[ ]λλλ

λλλ

λλλ

λλ
λλ

λλ

zyxkkbkw
zyxkgr
zyxkby

0018.00042.400078.0)()()(
0051.00006.10065.1)()(
3999.03998.00039.0)()(

43

2

1

++−=−
−−=−
−+−=−

 (6) 

 
To corroborate this theory, it was necessary to determine the spectral sensitivity of the 

human visual system.  The response of a linear system to any stimulus can be determined if 
one knows its response to spectral stimuli of constant energy, or if one determines the energy 
of spectral stimuli that give rise to the same response [10]. The response to constant energy 
spectral stimuli is a function of the wavelength which is known as the spectral sensitivity.  
The inverse of the energy of spectral stimuli that give rise to the same response is also a 
function of wavelength and is known as the action-spectrum.  When the system is linear, the 
spectral sensitivity and the action-spectrum are proportional, and both curves carry the same 
information.  In the particular case of human vision, since one wishes to characterize the 
response without damaging the system, it is not possible to measure the spectral sensitivity of 
its components directly.  Instead one opts for characterizing by means of the action-spectrum 
of the light-sensitive elements of the human retina – the cones and rods – obtaining their 
fundamental response curve. 

Because the laws of colorimetry are a reflection of the physiological processes underlying 
colour matching, the properties on which colorimetry is based such as trivariance and 
linearity can be attributed to these processes.  Thus, trivariance or trichromacy implies the 
existence of three independent physiological mechanisms that have different sensitivities in 
different parts of the visual spectrum, and linearity implies that each of these mechanisms 
performs a linear operation on the spectral distribution of luminous stimuli [11]. These three 
mechanisms do not necessarily have to be three kinds of receptors.  It is only necessary that 
they are three independent physiological responses, each sensitive to a different part of the 
spectrum.  Nonetheless, a three-receptor based theory has been widely accepted since it seems 
the most straightforward way to explain trichromatism. 

Physiological knowledge of the human visual system has confirmed the existence of three 
types of cones responsible for colour vision.  The spectral sensitivity of these three types of 
photoreceptor can be derived from colour matching data.  This is of great importance both 
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theoretically and practically.  The fact that makes it possible to derive the fundamentals from 
colour matching data is the linearity of the matching process.  This linearity is a consequence 
of how light interacts with the pigment in the photoreceptor.  While the processes that occur 
during the interaction of light quanta with the photosensitive pigments are complicated to 
describe, the final outcome is fairly easy to explain through the principle of univariance 
established by Rushton [12] in 1972 for rhodopsin, the photopigment of the rods, but which 
can be extrapolated to the cones: 

 
“Any pair of light quanta that are equally absorbed by the photopigments will be equally 

perceived through the receptors.” 
 
Let S(λ) be the fraction of incident quanta of wavelength λ which are captured effectively 

in the photoreceptor, thus defining the photoreceptor's spectral sensitivity function.  If Q(λ) is 
the spectral distribution of quanta of a luminous stimulus Q, the quantity 
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is the total effective stimulus.  Given three classes of receptors with three spectral sensitivity 
functions S1(λ), S2(λ), S3(λ), the three quantities 

 

∫∫∫ λλλλλλλλλ dQSdQSdQS )()()()()()( 321  (8) 
 

are the respective physiological tristimulus values produced by stimulus Q in these three 
photoreceptors. 

It is trivial to demonstrate that the physiological tristimulus values are formally 
equivalent to the colorimetric tristimulus values: if two lights P and Q cause the same 
physiological tristimulus then they are indistinguishable. 

Suppose we are measuring the colour matching functions of a normal trichromat 
observer, and we have chosen as the R, G, and B primaries three monochromatic lights of 
equal quantum flux.  When the viewer is presented with a stimulus consisting of one unit of 
primary R, this stimulus will produce an effective capture of S1R , S2R, S3R quanta in the three 
receptors.  If instead of one unit of flux of primary R, we present the observer with r  units, 

the corresponding tristimulus will be RSr 1 , RSr 2 , RSr 3 .  The case is similar for the G and B 
primaries.  The corresponding physiological tristimuli can be written as: 

 

BBB

GGG

RRR

SbSbSb
SgSgSg
SrSrSr

321

321

321

 (9) 

 

Since the principle of univariance is satisfied, the mixture of quantities  r , g , b  of the 
primaries R, G, and B will be equivalent in receptor S1  to a single stimulus of value: 
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BGR SbSgSrS 1111 ++=  (10) 
 

and analogously in the other two receptors. 
If we ask an observer to match monochromatic stimuli u(λ) of constant quantum flux 

based on these primaries, we shall be able to express the result by means of the expression: 
 

BbGgRru )()()()( λλλλ ++=  (11) 
 

where ( ), ( ), ( )r g bλ λ λ will be the colour matching functions of this observer. 
Since each monochromatic stimulus u(λ) will produce an effective stimulus S1(λ) in 

photoreceptor S1, the equation of the match of the corresponding physiological tristimuli over 
the entire spectrum can be written as: 

 

)()()()( 1111 λλλλ bSgSrSS BGR ++=  (12) 
 
Because S1(λ) represents the spectral sensitivity function of receptor S1, the above 

equation states that the fundamental S1(λ) is a linear combination of the colour matching 
functions r(λ), g(λ), and b(λ), with the argument being generalizable to receptors S2 and S3: 
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The above matrix equation states that the fundamentals of colour vision are linear 

combinations of the CMFs [11].  If one could determine the matrix S1R…S3B , the 
fundamentals of any observer could be determined by means of his or her colorimetric 
matches. 

One method of determining the coefficients of this matrix, used by most scientists 
because of its simplicity, is to make use of the fact that there exist observers called 
dichromats.  These do not require the mixture of three primary stimuli to match foveally any 
chromatic stimulus, but just two.  Such observers seem to have a reduced form of normal 
colour vision. 

In the eyes of a normal observer, the dichromat confuses a series of colours.  Maxwell 
[13] in 1857 was the first to note that the colours which each type of dichromat confuses 
(which really are the metameric colours for that type of dichromat) lie on a straight line when 
their chromaticity coordinates are plotted on a trichromatic chromaticity diagram.  Maxwell 
concluded from this observation that these dichromats had a reduced form of a normal 
observer's colour perception. 

For each of the three types of dichromats that exist – protanope, deuteranope, and 
tritanope – two colour matching functions are sufficient to specify their colour matching.  
Moreover, the dichromat matching functions must be linear combinations of the colour 
matching functions of normal observers.  For example, in the (X,Y,Z) system, the two colour 
matching functions of the protanope observer can be written as follows [14]: 
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)()()()(

2322212

1312111

λλλλ
λλλλ
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 (14) 

 
In terms of the tristimulus values for normal observers X, Y, Z, the dichromat bistimulus 

values are defined by the following two planes: 
 

ZpYpXpP
ZpYpXpP

2322212

1312111

++=
++=

 (15) 

 
so that all colours which generate the same bistimuli must satisfy the above equation.  
Furthermore, any other colour with bistimuli P1’=kP1, P2’=kP2, will have the same 
chromaticity coordinates as the initial stimulus. 

In normal trichromatic space, the intersections of the plane X+Y+Z=1 representing the 
chromaticity diagram with the planes of constant dichromat chromaticity coordinates are 
straight lines called lines of confusion.  These lines meet in the point of confusion (Xpc, Ypc, 
Zpc), and satisfy the condition: 

 

0
0

1

232221

131211

=++
=++

=++

pcpcpc

pcpcpc

pcpcpc

ZpYpXp
ZpYpXp

ZYX

 (16) 

 
It can be shown that the primaries (L,M,S) used to construct a photoreceptor based colour 

space are the points of confusion of the three types of dichromat – protanopes, deuteranopes, 
and tritanopes – under the assumption that dichromatism is based on the absence one of the 
three types of receptor cones.  This is known as the König hypothesis [15]. 

If the König hypothesis is accepted, the expression for the normal colour vision 
fundamentals can be derived from the colour matching functions of normal observers and the 
situation of the three points of confusion P (Xcp, Ycp,Zcp), D (Xcd,Ycd,Zcd), and T (Xct,Yct,Zct) in 
the trichromatic space (X,Y,Z). 

To derive the above transformation, one considers the dichromat matching functions to 
be linear combinations of the trichromat colour matching functions.  For example, for a 
protanope: 
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The normal observer colour matching functions can be written as linear combinations of 

the fundamentals: 
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Substituting this expression into the previous one, one has the dichromat colour matching 

functions expressed in terms of the fundamentals: 
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 (19) 

 
Now from the König hypothesis, if the fundamental absent in the protanope is S1, the 

corresponding coefficients in the above equation must be zero: 
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 (20) 
 
The above condition is satisfied by taking the coefficients n11 = C1XcP, n21 = C1YcP, and 

n31 = C1ZcP, where C1 is an arbitrary constant.  The argument is analogous for deuteranopes 
and tritanopes. 

This model of reduced colour vision for the case of dichromats can be used for the 
detection and classification of colour vision deficiencies by isomeric mixing [16] instead of 
the traditional metameric matching employed in anomaloscopes. 

Finally, the equation that defines the basic transformation between the tristimulus XYZ 
values and the fundamentals with the current LMS notation is as follows: 
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where (Xcp , Ycp , Zcp) , (Xcd , Ycd , Zcd) , (Xct , Yct , Zct) are the components of the points of 
confusion of protanopes, deuteranopes, and tritanopes. 

If the chromaticity coordinates of these points are known, and given that the coordinates 
and components are proportional, the equation can be written as: 
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where kcp , kcd , kct are arbitrary scaling constants. 
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If one wants to express the values of the responses of the cones to a stimulus expressed in 
terms of its tristimulus values, one has the following expression: 
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where the coefficients k’cp , k’cd , k’ct  are the inverses of the coefficients kcp , kcd , kct. 

Once the coordinates of the points of confusion and the scaling factors have been chosen, 
the correspondence between the tristimulus values and the LMS values is established. 

If the above equation is particularized to the case of an equal-energy spectrum, taking the 
XYZ tristimulus values to be the CMFs λx , λy , λz , one obtains: 
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SL(λ), SM(λ), SS(λ) are the spectral sensitivities of the L, M, and S mechanisms, 

respectively.  These values are the König-type fundamentals. 
 
 

2. COMPARATIVE STUDY OF THE FUNDAMENTALS 
 
Towards the end of the twentieth century, many authors derived their own cone 

fundamental response curves.  In this section, we shall review the most important, trying to 
highlight the distinguishing particularities of each, and ending with a comparative study. 

We shall begin chronologically in 1971, when Vos & Walraven [17] derived their 
fundamentals by equating the luminance Y to the sum of the output signals L, M, and S. I.e., 
the sum of the spectral sensitivities of the fundamentals is equal to the spectral sensitivity 
curve Vλ: 
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where X', Y', Z' are the tristimulus values obtained using the CMFs modified by Judd in 1951 
[18]. 
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Figure 1. Vos-Walraven fundamentals on a logarithmic scale. 

In 1975, Smith & Pokorny [19] imposed the boundary condition Y = L + M on their 
fundamentals, i.e., Vλ = SL(λ) + SM(λ), leaving the S cone scaling condition open. The scaling 
condition related to the luminance implies that: 

 
SL(570)-2SM(570)=0 (26) 
 
From this condition, the Smith-Pokorny fundamentals are given by the following general 

expression: 
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The S cone scaling condition may be taken to obey different criteria, so that which choice 

is made has led to different fundamentals.  For instance, in 1982, Wyszecki & Stiles [14] 
derived their own fundamentals taking those of Smith-Pokorny and applying the scaling 
condition: 

 
SL(475.5)+SM(475.5)= 16 SS(475.5) (28) 
 
This scaling condition is not arbitrary.  It is based on the invariant blue and yellow hues 

observed at 475.5 and 570 nm respectively by Walraven in 1961 [20]. Applying this 
condition yields the following fundamentals: 
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Figure 2. Wyszecki-Stiles fundamentals (1982). 

Similarly, in 1979 MacLeod & Boynton [21] derived their fundamentals by applying the 
following S cone scaling condition: 

 
SL(400)+SM(400)= SS(400) (30) 
 

resulting in the fundamentals 
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Analogously, the scaling condition could have been taken to be: 
 
SL(498)+SM(498)= SS(498) (32) 
 

yielding the fundamentals associated with the Boynton space: 
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In 1990, Estevez, Vos & Walraven [22] derived their cone fundamentals from the colour 

matching functions of Stiles & Burch of 1955 [23], using the following expression: 
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These functions are given in normalized energy units according to the ratio L:M:S = 

0.68:0.34:0.02.  
 

 

Figure 3. The Estevez-Vos-Walraven fundamentals. 

Similarly, in 1993 Stockman, MacLeod, & Johnson [24] developed their 2° cone 
fundamentals on the basis of the colour matching functions of Stiles & Burch of 1955 for 
fields of 2° [23]: 
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Summing the functions SL(λ) and SM(λ) with respective weights of 0.68273 and 0.53235 

gives a good approximation to the modified CIE spectral sensitivity curve VM(λ) [25].  The 
above expression was scaled so that, in energy units, the maximum spectral sensitivity of 
each cone is unity. 

 

 

Figure 4. The Stockman-MacLeod-Johnson fundamentals. 

Finally, in 2000 Stockman & Sharpe [26] derived their cone fundamentals on the basis of 
the colour matching functions of Stiles & Burch of 1955 for fields of 10° [23] adjusted to 2°.   

The final expression for their fundamentals is the following:  
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This expression again was scaled so that the maximum spectral sensitivity of each cone is 

unity. 
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Figure 5. The Stockman-Sharpe fundamentals. 

 

 

Figure 6. Comparison of rescaled L fundamental curves. 

The diversity of fundamentals described above may give rise to doubt about which triad 
of fundamental curves is the most appropriate, and how to know which offers the greatest 
guarantee in a laboratory implementation.  Doubt could also arise as to the population they 
are able to represent according to which population formed the subjects of the psychophysical 
experiments on which they were constructed.  So as to allow a more reliable evaluation of the 
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goodness of the different fundamentals, each type of fundamental was compared separately, 
rescaling them so that they all have their maximum logarithm at zero. 

Figure 6, for example, shows the L fundamentals proposed by the different authors, re-
scaled to all have their maxima at zero. 

One appreciates a major degree of overlap among all the authors' fundamental response 
curves.  Only for short wavelengths are there small variations. 

Figure 7 shows the M fundamentals proposed by the different authors, re-scaled to all 
have their maxima at zero. 

 

 

Figure 7. Comparison of the rescaled M fundamental curves. 

Again one appreciates an almost total overlap among the fundamental response curves 
proposed by the different authors. 

Figure 8 shows the S fundamentals proposed by the different authors, re-scaled to all 
have their maxima at zero. 

One observes that for short wavelengths there is great agreement among the curves of the 
different authors, but that there are major variations from 530 nm onwards.  However, given 
that for these longer wavelengths the response of the S cones is much smaller (two 
logarithmic units), these differences have relatively little influence. 

All this might lead one to believe that the question of characterizing the human visual 
system by obtaining the fundamental response curves has now been solved, and that given the 
small differences between the fundamentals proposed by the various authors, these 
fundamentals represent very reliably most of the population.  Nonetheless, one must not 
overlook the fact that most fundamentals were constructed on the basis of one of only two 
data sets – the colour matching functions modified by Judd in 1951 [18] or those defined by 
Stiles & Burch in 1955 [23].  This must unavoidably contribute to a lesser divergence of data. 
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Figure 8. Comparison of the rescaled S fundamental curves. 

The question that remains open is: Do these fundamentals represent the colour perception 
of the entire "normal" population.  Or, in other words: To what extent do each of us perceive 
colour differently from other human beings? 

 
 

3. DIFFERENCES BETWEEN MEN AND WOMEN 
 
There have been many experiments that have shown differences in colour perception 

between individuals classified as normal observers.  These differences in sensitivity to 
chromatic stimuli are due to variations that occur in several physiological factors such as the 
optical density of intraocular media [27] the long (L-) to medium (M-) wavelength sensitive 
cone photopigment [28], the cone ratio [29], etc.  

Genetic research has shown that colour vision is a sex-linked trait, because the genes 
encoding the L- and M-cone photopigments are located in small arrays on the q arm of the X-
chromosome [30].  Genotypes involving more than three photopigment opsin variants are 
common [31] and these commonly occurring genetic polymorphisms produce variations in 
the spectral tuning of the expressed photopigments due to amino acid substitutions at a 
specific location on the opsin gene [32].  

A stochastic event determines which type of photopigment gene is actually expressed 
[33-34], and there is the possibility of an individual expressing more that three retinal 
photopigments [35-36]. The complexities of the hybrids and anomalies that are involved will 
not be dealt with here. Due to the intricacies of gene expression mechanisms, people who 
possess the genetic code for the three usual photopigments may or may not express them all 
in their retinas.  Even in the simplest case of observers who have only three genes encoding 
the L-, M- and S- photopigments, there are two spectral subtypes of L-cone pigments that are 
classified as normal. They are generated by an amino acid dimorphism at position 180 of the 
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X-chromosome gene that encodes this type of photopigment. Serine vs alanine at this position 
makes a difference of 4 to 7 nm in the spectral peak of the encoded photopigment [37] 
(Sharpe et al. [38] give a detailed review of this topic in particular, and of the genetics of 
colour vision in general.) 

In the case of men, who have only a single copy of the X chromosome, normally only 
one type of L cone and one type of M cone are expressed in the retina. Of the two types of L-
pigment accepted as normal, approximately half of all men have the LA type (43.7%) 
expressed in their retina and the other half have the LS type (56.3%) [38]. 

In the case of women, who have two copies of the X chromosome, in early stages of 
embryo development each cell inactivates at random one of the copies [39] so that 
approximately half of the embryo's cells inactivate the copy from the mother and the other 
half the copy from the father. The result is that there are three population subtypes of women: 
about half of all women may express both L-pigments in their retina (heterozygotic), and the 
other half is split between expressing just one or the other L-pigment (homozygotic) [40]. 

Previous research proposed that such genetic heterozygosity may have perceptual 
consequences in individuals who actually express all four types of photopigment genes, 
because each gene type produces different retinal photopigment sensitivities, in effect 
yielding a four-cone-class retinal phenotype and a possible tetrachromacy. [41-48] However, 
such psychophysical variations are still a matter of dispute because there have been many 
studies that have failed to find significant differences between the two population groups [49-
50].  

Two forms of tetrachromacy should be distinguishable according to the level to which the 
four signals remain independent. There is first the possibility that there are four types of cone 
photopigment but only three independent post-receptoral channels. This has been referred to 
as weak tetrachromacy by Jordan and Mollon [36]. The second possibility is that the four 
cones in the retina have access at the level of the cortex to four independent transformations 
of these signals. Jordan and Mollon refer to this possibility as strong tetrachromacy.  

With the weak tetrachromacy hypothesis, if 50% of women who have both pigments 
behave like the average of the women who have only one photopigment, LA or LS, the average 
of all women must match the average of all men. But if this is not so, the differences in the 
expression of retinal L cones between men and women could give rise to sex differences in 
the perception of colour, so that they would have to be considered as different population 
groups.  Testing the validity of this hypothesis was also an objective of this chapter. 

When a trichromat observer is asked to judge the validity of a colour match in which two 
juxtaposed chromatic hemifields are presented, the observer evaluates unconsciously the 
equality of the colour attributes of the two hemifields – luminosity, hue, and saturation. If the 
colour stimuli that are presented are not subject to temporal or inductive effects that influence 
the two hemifields differently, the perceived attributes are directly related to the effective 
capture of photons by the photopigments of the three types of cone – L, M, and S – that are 
found in the retina of a trichromat. 

For each of these three types of cone, this effective capture can be expressed in terms of 
the visible radiation reaching the eye, and of the response of each type of cone. For example, 
for the L cones: 
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∫=
vis

dlPL λλλ  (37) 

 
where Pλ is the spectral radiance at the observer's eye, and λl is the fundamental L-cone 
response curve. The calculations for the M and S cones are analogous. 

If the observer is presented with a spectral yellow stimulus matched by the mixture in 
appropriate proportions of a spectral red and a spectral green stimulus, most information on 
the correct matching of the two halves of the visual field is carried by the L and M cones. 
Because the spectral stimuli used have the same narrow bandwidth, we can express the colour 
matching of the two hemifields in terms of the colorimetric equations for the L and M cones: 
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 (38) 

 

where i=y,r,g refer to the stimuli, l i and mi  are the L and M cone response fundamental 
curve values for the quasi-monochromatic stimuli red, green, and yellow, and Pi are the 
radiances of these three stimuli. 

For a male observer, whose retina has cones with only one type of L-pigment, one can 
express the previous equation in the following terms: 
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depending on whether the allele is alanine (39a) or serine (39b). From Eqs. (39a) and (39b) 
we can obtain the Pr/Pg and Py/Pg  ratios of the radiances of the red, green, and yellow stimuli 
used in the matching, which is the experimental parameter usually measured in this type of 
test. 

For a female observer belonging to the 50% of women who can have both types of L 
photopigments in their retinas in approximately the same proportion, one has (assuming that 
there is random inactivation of the X chromosome for genes that encode normal 
photopigments): 
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This expression corresponds to Jordan & Mollon's weak tetrachromacy hypothesis 
mentioned above. From it, one can obtain the ratio of the radiances in the mixture of red and 
green spectral stimuli used to match a yellow spectral stimulus by a female observer whose 
retina has both L-cone photopigments. The question is whether this radiance ratio is equal to 
the average of the ratios used by a group of male observers 43.7% of whom have LA-type 
pigment and 56.3% the LS-type pigment.  

Knowing the spectral intraocular lens [51] and macular pigment [52] optical densities, the 
template [26] of the photopigment optical densities for the L and M cones, and taking the 
usual values [53] for the wavelengths of the maximum photopigment optical densities (λmax) 
for the LS, LA, and M pigments – 563.2 nm, 554.2 nm, and 530.8 nm, respectively – one can 
estimate the cone response fundamental curve values for Eqs. (39) and (40). The Pr/Pg ratio 
can then be derived in both cases. The estimated difference between the average man and the 
average woman using this procedure is about 4.5%. The initial hypothesis thus remains open. 

One way to confirm or reject this initial hypothesis is to determine experimentally the 
radiance ratio used by the average male observer and by the average female observer. Other 
workers have studied how variations corresponding to the presence of different types of 
photopigment in the human retina affect Rayleigh matching.   The experimental method used 
was very similar to standard Rayleigh matching [54]. In this, the observer may adjust the 
proportion of 670 nm  and 545 nm primary lights in the mixture field to match the 589 nm 
light in the reference field. The observer may also adjust the luminance of the 589 nm field to 
achieve the exact match. In this present work, we introduced slight modifications that make it 
advisable not to use the term Rayleigh matching for our procedure. In particular, the 
observers were allowed to change the luminances of the 546 nm and 671 nm stimuli, but not 
the 589 nm stimulus which was fixed at 21 cd/m2. Fixing the luminance of the reference 
stimulus reduces the number of variables in Eqs. (38) and (39) by converting one of them into 
a known constant. 

 
 

A. STIMULUS GENERATING SYSTEM 
 
The colour generating system was a new visual colorimeter recently constructed by the 

authors [55] by recycling an old fluorescence spectrophotometer with two monochromators.  
An optical system was designed that allows the fusion of two visual stimuli coming from the 
two monochromators of the spectrofluorimeter. Each of these stimuli has a wavelength and 
bandwidth control.  

 
 

B. PSYCHOPHYSICAL TEST 
 
The psychophysical test had to be simple and fast enough to present no problems when 

done by subjects with no prior experience in psychophysical testing. This would allow us to 
enlarge the size of the observer sample, which is usually small in this type of experiment. 
With these premises, we opted for metameric matching of a spectral stimulus to a mixture of 
another two spectral stimuli, presented in a 2° circular field divided vertically into equal 
halves by a fine separating line (Figure 9).  

 



M.I. Suero, P.J. Pardo, A.L. Pérez 144 

 

Figure 9. Metameric matching of  spectral stimuli. 

In the right half of the field, the observer is presented with a yellow stimulus of 589 nm 
from an external monochromator (H20-VIS, Jobin-Ivon), and in the right half with red and 
green stimuli of 671 and 546 nm from the two internal holographic diffraction gratings of the 
visual colorimeter. The bandwidth of the three monochromatic stimuli was 10 nm. The 
stimuli are presented for more than 30 seconds in each exposure to ensure a stable level of 
photopigment bleaching. The luminance of the yellow stimulus is kept constant at 21 cd/m2. 
The luminance of the stimuli in the right half is regulated independently by adjusting the 
voltages of the power supplies to each lamp. This was done using the aforementioned digital 
power supplies and chromatic characterization system. The experiment was carried out in a 
dark room. Each observer adapted to the darkness for several minutes before beginning to 
match the stimuli. The stimuli were matched in hue and luminosity using a stepping method 
in which the observer was asked to express judgements on the relative hue and luminosity of 
the two halves of the field. 

 
 

C. SAMPLE  
 
The subjects were chosen randomly from teaching and administration staff and students 

of the Science Faculty, and from passers-by who were on the university campus. Initially, 65 
people – 32 men and 33 women – were selected. Of these, two were rejected on the basis of a 
prior personal interview – a woman suffering the first stages of cataracts, and a man who had 
recently received medication that made his participation inadvisable. The remaining 63 were 
between 18 and 55 years old. The mean age of both populations was very similar –  31.5 
years the men, 28.0 years the women (29.7 years for the overall sample), although in this 
experiment the age was not an important factor since the spectral stimuli used are far from the 
visible zone which is affected by the preretinal absorption as an individual ages [27]. 

The observers participated in the test with their vision compensated by eyeglasses or 
contact lenses when necessary, and having previously passed the Ishihara 38 plates edition 
and Farnsworth D-15 colour vision tests. The aim of the psychophysical test was simply to 
study the possible differences between the average male observer and the average female 
observer, without attempting to identify the various subgroups within the two populations 
which would have required a larger number of observers. 
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Figure 10. Box plot of the experimental results for the male and the female populations. 

The results of the experiment were analyzed using statistical software (SPSS 11.5, SPSS 
Inc.), with the principal variable being the ratio between the radiance of the red and the green 
stimuli (R/G) in each observer's match. Figure 10 shows a box plot of the experimental results 
for the male and the female populations. The mean, the standard deviation, and the standard 
error of the mean were calculated for the total population and for the two groups (men and 
women) into which we divided the sample (Table1).  

 
Table 1. R/G ratio (mean and standard error) by groups, and the statistical test results. 

 
  R/G ratio Anova Kruskal

-Wallis 
Groups mean std error  Sum of sqrs. Mean 

square 
Sigma Sigma 

Men 20.99 0.53 Between 
grps. 0.038 0.038 Sex 

 
Women    22.60 0.54 Within 

grps. 0.492 0.008 

0.034 
 

 
0.049 

Total  21.81 0.39 Total 0.529    

   º Statistically significant at a confidence level of 95%. 
 
 
The mean ratios  R/G  between the radiances of the red and green stimuli for the total 

group of observers and for the two subgroups into which they could be divided by sex were 
different, the difference between men and women being about 7%. The women subjects used 
on average more red light in the mixture that the men under the same conditions. This 
difference of 7% between the average male observer and the average female observer is 
higher than the theoretical difference of 4.5% calculated previously. A theoretical difference 
of 7% can be obtained using the values λmax = 564 nm in the case of the LS-type photopigment 
and λmax = 553 nm in the case of the LA-type photopigment, but the question is whether or not 



M.I. Suero, P.J. Pardo, A.L. Pérez 146 

this difference in the R/G  ratio between the average male observer and the average female 
observer is statistically significant. 

The inter-group and intra-group variances were studied using a parametric test (ANOVA) 
and a non-parametric test (Kruskal-Wallis). The null hypothesis was the absence of 
differences between groups split by sex, and therefore the recognition that the potential 50% 
of the female population whose retinas have both types of L-cone photopigments present 
behaviour that is equiparable to the average of the two populations whose retinas have 
potentially only one or the other type of photopigment. The ANOVA test needs to check three 
prerequisites – randomness, normality, and homoskedasticity of the sample – before being 
applied, but it is robust enough for use with samples like these that are theoretically bimodal 
and trimodal. We also performed the Kruskal-Wallis non-parametric test. The result of the 
two tests was the same (Table 1): the differences between men and women recorded in the 
ratios of the red/green mixture were indeed statistically significant (P<0.05), the null 
hypothesis could be rejected, and the alternative hypothesis that the two groups could be 
treated as distinct populations could be accepted.  

 
 

4. DIFFERENCES IN THE MODEL OF COLOUR VISION 
 
In the previous section, we saw that there exist significant differences in colour 

perception between different groups of observers in their Rayleigh metameric matches.  It 
remains to be seen whether these differences are general, or just apparent in matching tests.  
To test this idea, a psychophysical experiment was devised based on obtaining each 
observer's isobrightness curve. 

The CIE in 1978 in its publication No. 41 [56] called attention to the difference between 
the luminous efficiency function Vλ and the data obtained from direct heterochromatic 
luminosity matches, with the efficiency of the latter being greater than that of the former at 
both ends of the visible spectrum.  This highlighted the need to obtain a luminous efficiency 
curve that would provide the luminosity perceived by an observer in response to a 
monochromatic stimulus (isobrightness curve). 

In 1981, a luminous efficiency curve of this type was obtained for a 2° field, based on the 
data of 19 observers.  Finally, in 1985, more data were added for the function corresponding 
to a 2° field, corresponding to a population of 63 observers between 18 and 50 years in age, 
and a photopic light level of between 50 and 500 trolands.  The result is shown in Fig. 11 
together with the 1924 CIE luminous efficiency curved as amended in 1951 by Judd [18] and 
in 1978 by Vos [25]. 

To obtain this curve, monochromatic stimuli were used displayed on a bipartite field in 
which one of the hemifields acted as reference and the other was matched by the observer.  
The data from which this curve was constructed were obtained by different researchers whose 
methods may have differed.  For instance, for the field of observation, some used a white 
reference hemifield while others used a spectral stimulus of a particular wavelength.  The 
time of exposure to the stimuli also varied from worker to worker, from 0.004 seconds to an 
unlimited time. 
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Figure 11. Isoluminance vs. Isobrightness curve. 

The principal drawback of this brightness efficiency curve is that it should not be used 
with light sources of a compound spectrum since the additivity law is not satisfied.  It can, 
however, provide us with information on each individual's underlying colour vision model, as 
we shall see below. 

To perform the experiment, the aim was to attempt to simulate observing conditions 
similar to those of everyday life.  To this end, we introduced a surrounding adaptive field of 
white with luminance 10 cd/m², which ensures the adaptation of the visual system to the 
photopic level and minimizes the effects of auto-adaptation to the test stimulus itself.  The 
exposure time was unlimited.  Luminosity matches were made after some seconds of 
exposure to ensure a stable level of photopigment bleaching. 

Since this experiment had a twofold objective – obtaining a luminosity efficiency curve 
and using those data to study the colour vision models – the L, M, and S values were recorded 
together with the luminance of spectral stimuli over a large part of the visible spectrum (400–
700 nm) whose common characteristic is that the observer perceives them with the same 
luminosity as the surrounding field.  In particular, the matching performed was 
heterochromatic by direct comparison.  To this end, the observer was asked, starting from a 
spectral stimulus of 570 nm, to fix its luminance level so that it was perceived to have the 
same luminosity as the adaptive field.  This was done for the two plates of the visual field.  
Then the wavelength of the spectral stimulus of each plate began to be varied alternately in 
steps of 5 nm.  

To facilitate the observer's evaluation of the luminosity, he or she was told to use both 
referents – the luminosity of the achromatic stimulus of the surrounding field, and the 
luminosity of the adjacent plate – but priority was given to the surrounding field. 

This test was performed with three observers in sessions of about an hour, until 
completing a total of five sessions per observer each performed on different days.  Observer 1 
was a 25 year old man without previous experience in the topic.  Observer 2 was a 29 year old 
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woman also without previous experience.  Observer 3 was a 40 year old woman with 
experience in tasks of evaluating chromatic stimuli.   

Below are the luminous efficiency curves together with the LMS tristimulus curves 
obtained from the experimental data for these three observers.   

 

 

Figure 12. Luminance curve which gives the same luminosity as the white reference for the three 
observers. 

For the three observers, the luminance curve which gives the same luminosity as the 
white reference appears in figure 12. In these three curves, one observes a very pronounced 
absolute maximum at around 580 nm, and a second lower local maximum at longer 
wavelengths.   

To continue with the analysis of the results of this experiment, we will now consider the 
LMS tristimulus values obtained for each match of brightness.  For the three observers, the L 
values are shown in fig. 13. The plot of the M value curves for the three observers appear in 
fig 14, and finally, we complete the data obtained from this experiment with the curves of the 
S values, which are shown in the figure 15 for the three observers. 
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Figure 13. Normalized L-Fundamental values of stimuli which gives the same brightness as the white 
reference for the three observers. 

In this graphical analysis of the results, there stand out the differences between the three 
observers.  A priori, this would indicate major differences in their colour vision.  The plots 
were displayed normalized so that each observer's absolute maximum was of value unity.  In 
order to determine the magnitude of these differences in the intensity of the peaks, we must 
refer to the un-normalized data.  One observes in this data that there is agreement between 
LMS values of Observers 1 and 2 over the entire range of values of the visible spectrum 
studied.  This is not the case, however, for Observer 3, for whom the short wavelength LMS 
values are much higher than for Observers 1 and 2.  This difference declines with increasing 
wavelength, but for the zone of the spectrum corresponding to wavelengths near 470 nm the 
differences reach about four times the L and M values obtained for Observers 1 and 2, and 
even a factor of six for the S values. 
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Figure 14. Normalized M-Fundamental values of stimuli which gives the same brightness as the white 
reference for the three observers. 

That Observer 3's LMS values were higher, especially for short wavelengths, indicates 
that this observer's visual system requires more light in that part of the spectrum than the 
other two observers (the LMS units are the number of photons effectively captured per 
second, per m², and per steradian in each type of cone).  This type of behaviour could be the 
result of either a yellowing of the intraocular media which filter the radiation incident on the 
eye, especially in zone close to the ultraviolet, or a high optical density of the macular 
pigment (Fig. 16). 

It is known that there is great variation in yellowing of the lens, expressed as the optical 
density of the intraocular lenses, together with the optical density of the macular pigment in 
the population [57] and in the same individual over the course of his or her life [58]. Figure 
16 shows the spectral variation of the optical density due to the macular pigment and the 
intraocular lenses, and the sum of the two used by Stockman & Sharpe [26]: 
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Figure 15. Normalized S-Fundamental values of stimuli which gives the same brightness as the white 
reference for the three observers. 

On this last point, since the fundamental response curves reflect the different densities of 
the intraocular media (lenses and macular pigment), and this optical density is known in the 
case of Stockman & Sharpe's fundamentals, we can try to disentangle this information, and 
obtain the optical density of the photopigments of each type of cone.  Based on the 
fundamentals of Stockman & Sharpe and the optical densities of the lenses and macular 
pigment that they also obtained (Fig. 16), one can extract the information corresponding to 
the photopigment response curves.  Plotting them on a logarithmic scale of wavelengths, and 
shifting the curves so that they all have their maxima at the same point, one obtains the curves 
shown in Fig. 17: 

It is clear that, once the contribution of the intraocular media has been discounted, and 
the response of the three cones has been rescaled and shifted on the logarithmic scale of 
wavelength so that all their maxima coincide, the three types of photopigment have 
essentially the same behaviour in their response curves. 
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Figure 16. Optical density of intraocular media. 

 

 

Figure 17. Optical density of photopigments normalized and centred in a Log  scale. 

This figure shows that the spectral sensitivity curve of the photopigment found in each 
type of cone is the same except for the scaling conditions.  With these facts as a basis, we can 
approach the task of generating fundamental response curves for each observer, using for this 
purpose the intraocular lens and macular pigment optical densities and the wavelengths of 
maximum sensitivity of each of the three types of cone. 

In 1991, the CIE set up the technical committee TC 1-36 with the following Terms of 
Reference: "Establish a fundamental chromaticity diagram of which the coordinates 
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correspond to physiologically significant axes".  In 2006, this TC published a report [59] with 
estimates of cone fundamentals for the normal observer, ranging in viewing angle from 1° to 
10°. The report starts with the choice of the 10° CMFs of Stiles & Burch (1959). Then, 
following the ideas put forward by Stockman & Sharpe [26], by application of König’s 
hypothesis, and using the most recent data on the spectral sensitivity functions of dichromats, 
this is followed by the derivation of the spectral sensitivity functions of the long-wave 
sensitive (L-), medium-wave sensitive (M-) and short-wave sensitive (S-) cones, measured in 
the corneal plane for a 10° viewing field – the so called "cone fundamentals". 

Next, by correcting these functions for the absorption of the ocular media and the 
macular pigment, and taking into account the optical densities of the cone visual pigments, all 
for a 10° viewing field, the low density absorbance functions of these pigments were derived.  
Using these low density absorbance functions one can derive from the absorption of the 
ocular media and the macula, and taking into account the densities of the visual pigments for 
a 2° viewing field, the 2° cone fundamentals. Using the same procedure one can derive cone 
fundamentals for every viewing angle between 1° and 10°.  Effects of age can also be 
incorporated by application of the relationship of the absorption of the lens as a function of 
age [60]. 

In our experiment, Observer 3 was significantly older than the other two observers, and 
the difference in the observed LMS values was particularly acute for those obtained from the 
S fundamental.  Recall that the LMS values were obtained using the fundamentals of 
Stockman & Sharpe, and that these fundamentals were obtained using average values of the 
macular pigment and intraocular media optical densities.  Assuming that the large difference 
in the LMS values of Observer 3 relative to the other two observers was due to a greater 
optical density of the intraocular lenses, and modifying the fundamentals of Stockman & 
Sharpe to take this into account, one obtains new LMS values for Observer 3, as shown in the 
following curves. 

The normalized curve of L, M & S values obtained after correcting the fundamentals of 
Stockman & Sharpe for the optical density of the intraocular media is presented in the figure 
18. 

As can be seen in the above figures, applying this correction leads to the LMS curves of 
Observer 3 having many more similarities with the same curves of Observers 1 and 2 than 
before. 

Before continuing with the data analysis, we must first reflect on the nature of those data.  
The psychophysical experiment gave some points of perception space of different hues and 
saturation, but the same luminosity as the surrounding achromatic referent.  This makes the 
variation in the data as one moves along the spectrum to be mainly in hue, then in saturation, 
and finally in luminance, since the test was at equal luminosity. 

Principal component analysis [61] seeks linear combinations of the variables comprising 
the data set that account for as much of the variability in the data as possible.  It is an 
appropriate technique when the original variables are strongly correlated, as in the present 
case.  When this is so, much of the information contained in the data set overlaps among 
several variables, thus hindering its identification.  Principal component analysis constructs a 
new set of uncorrelated variables to avoid repetition of the information. 
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Figure 18. Normalized L,M,S- Fundamental rebuilt values for observer 3 

The first principal component is the linear combination which accounts for as much of 
the variability as possible.  The second is the linear combination uncorrelated with the first 
principal component that accounts for as much of the remaining variability as possible.  The 
third is the linear combination uncorrelated with the first two principal components that 
accounts for as much of the remaining variability as possible, and so on. 

Another interesting point is the possibility of working with other new variables which are 
rotations of the original variables and better explain the variability of the data.  It has to be 
borne in mind that the principal components depend on the scaling of the original variables so 
that, for the data resulting from the principal component analysis to be valid, one must 
maintain the scaling conditions.  Although this statistical tool was designed to eliminate 
variables with little influence on the event under study, in the present case we shall apply it to 
the data obtained in our experiment for the three observers in order to obtain a linear 
combination of the LMS components that reveals the underlying colour vision model. 

There was a question as to whether the data should be subjected to a principal component 
analysis or to a common (principal) factor analysis.  This latter is applied assuming that not 
all the variance can be explained by the variables involved in the study, so that there is always 
a reduction in the number of dimensions of the resulting space.  In the present case, there 
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were no reasons that would allow us to make this assumption, so that we opted for principal 
component analysis. 

Before beginning with the principal component analysis, it is advisable to standardize the 
data, especially if the starting variables represent values of a different nature.  In the present 
case, although the nature of the data is the same since they indicate the effective capture of 
photons in the three types of cone, their behaviour is very different for each type of cone.  We 
therefore proceeded to standardize the data making the mean of each variable 0 and the 
variance 1. 

There are several ways of performing a principal component analysis according to 
whether the basis is the correlation matrix or the covariance matrix, and according to the 
normalization applied to the results.  In our case, we used the correlation matrix and the 
Hotelling normalization [62]. This gives equal importance to all three initial LMS variables 
assuming that each has a variance of 1 and the total variance of the system is 3.  Also, the 
resulting components are scaled such that each retains the proportion of the observed variance 
while maintaining the variance of 3 for the complete system. 

Some workers, including Boynton et al. [63] and Hunt [64], consider that wavelengths 
shorter than 442 nm or longer than 613 nm do not provide optimal chromatic stimuli since in 
these regions of the visible spectrum the rate of change of hue with wavelength falls rapidly.  
This variation in the scaling of the hue versus wavelength may affect the method used in the 
previous analysis, since the experimental data on which it was based surpassed the upper limit 
of 613 nm, reaching 680 nm.  This was not the case, however, for the other end of the 
spectrum, because the experimental data were obtained only down to 470 nm.  Performing the 
principal component analysis on the experimental data only in the range 470–615 nm, we 
obtained the results described in tables 2-4. 

 
Table 2.  Total variance explained for Observer 1. 

 
  Initial eigenvalues    Sums of the squares of the saturations      Component 
Total % Variance Cumulative % Total % Variance Cumulative % 

1 2.280 75.992 75.992 2.280 75.992 75.992 
2 0.548 18.283 94.275 0.548 18.283 94.275 
3 0.172 5.725 100.000 0.172 5.725 100.000 
Extraction method: Principal component analysis 
 

 
 

Table 3.  Total variance explained for Observer 2. 
 

  Initial eigenvalues    Sums of the squares of the saturations      Component 
Total % Variance Cumulative % Total % Variance Cumulative % 

1 2.183 72.751 72.751 2.183 72.751 72.751 
2 0.548 18.253 91.003 0.548 18.253 91.003 
3 0.270 8.997 100.000 0.270 8.997 100.000 
Extraction method: Principal component analysis 

 
In tables 2-4, Component 1 accounts for more thant 70% of the total variance.  

Component 2 accounts for 18% of the variance, and  Component 3 accounts for the remaining 
6-10% for the three observers. 
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Table 4.  Total variance explained for Observer 3. 
 

  Initial eigenvalues    Sums of the squares of the saturations      Component 
Total % Variance Cumulative % Total % Variance Cumulative % 

1 2.156 71.878 71.878 2.156 71.878 71.878 
2 0.542 18.057 89.935 0.542 18.057 89.935 
3 0.302 10.065 100.000 0.302 10.065 100.000 
Extraction method: Principal component analysis 

 
 
In the component matrix (Table 5), it could be seen for the three observers that 

Component 1 accounts for the contributions of L and M, from which is subtracted the 
variable S.  This coincides with the usual treatment of the channel D in neural models.  
Component 2 has the form of an opponent channel of type T, with the contribution of the 
variable M being subtracted from that of the variable L, and an almost negligible contribution 
of the variable S.  Component 3 is a sum of contributions of the three variables L, M, and S 
with small weights, and may correspond to variations in the achromatic channel A in the 
determination of the isobrightness curve. 

It should be emphasized that Components 2 and 3, which resemble channels T and A, 
respectively, arose solely from the statistical treatment applied to the experimental data. 

 
 

Table 5.  Component matrix for Observer 1. 
 

 Ob1’s components Ob2’s components Ob3’s components 
 1 2 3 1 2 3 1 2 3 
L  0.827  0.534 0.176  0.821  0.525 0.226  0.803  0.570 0.176 
M  0.837 -0.513 0.191  0.822 -0.522 0.228  0.839 -0.459 0.293 
S -0.946  0.013 0.323 -0.913  0.002 0.408 -0.899  0.080 0.430 

 
 

4. CONCLUSION 
 
The statistical results of the previous section show an underlying structure of the 

experimental data that is common to all three observers, and coincident with the channels into 
which neural models of colour vision are usually divided. 

The first component reflects the behaviour of a blue/yellow or type D channel in Guth's 
terminology, in all cases accounting for over 70% of the variance.  The second component 
corresponds to the behaviour of a red/green or type T channel, accounting for 18% of the 
variance for the three observers.  Finally, the third component would correspond to the 
behaviour of a luminance or achromatic channel accounting for the remainder of the variance, 
but with certain differences. 

These differences bring out the particularities of each observer's colour perception, not 
only in the physical but also in the perceptive aspect, since this last experiment included a 
correction for the differences in the optical density of the macular pigment and lenses. 

The principal component analysis yielded completely uncorrelated linear combinations of 
the original variables, which explained 100% of the initial variance in a three-dimensional 
vector space.  Independently of the normalization applied to the principal components which 
indicates their different weights in the total variance, these principal components indicate the 
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directions in the three-dimensional vector space into which the original variance is mapped.  
Expressing these components by means of the angles corresponding to their direction cosines 
is a way of representing them that is independent of the particular weight that they each have 
in accounting for the total variance. 

Thus, for Component 1 or channel D, for Component 2 or channel T and, for Component 
3 or channel A one has the angles expressed in the tables 6-8. 

 
 

Table 6.  Direction angles of Principal Component 1. 
 

Component 1 θL θM θS 

Observer 1 56.79 56.34 128.79 
Observer 2 56.24 56.20 128.17 
Observer 3 56.85 55.15 127.75 

 
 

Table 7. Direction angles of Principal Component 2. 
 

Component 2 θL θM θS 

Observer 1 43.83 133.87 88.99 
Observer 2 44.83 134.84 89.84 
Observer 3 39.26 128.57 83.76 

 
 

Table 8. Direction angles of Principal Component 3. 
 

Component 2 θL θM θS 

Observer 1 64.89 62.58 38.85 
Observer 2 64.22 63.97 38.26 
Observer 3 71.32 57.78 38.51 

 
 
This allows one to better appreciate the consistency of the results for Component 1 

(channel D) between all three observers, and the small variations, especially for Observer 3, 
in Component 2 (channel T) and in Component 3 (channel A). 

Therefore, the next step in colorimetry should be to provide coverage for all these 
individual differences [65] which also have great importance for the preservation of 
metameric matches in digital devices (LCDs, printers, etc.) [66]. To attain this goal, it is 
essential to develop a straightforward chromatic characterization of observers so that these 
colorimetric transformations can subsequently be implemented in digital devices.  The 
authors' group has been working on this topic for several years, and is currently carrying out a 
research project entitled "Intelligent System for the Chromatic Characterization of Observers" 
which is hoped soon to yield relevant results.  
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ABSTRACT 
 

Classically, different physical attributes of the visual stimulus were thought to be 
solved in parallel by interdependent neuronal populations conveying information from 
the retina to the parietal and temporal cortical areas.  According to this assumption, while 
neurons in the dorsal areas of the visual system were mainly related to the analysis of 
motion and spatial information, those located at the more ventral positions were mostly 
associated to shape and color processing. However, although this functional segregation 
between visual areas has been supported for several decades, there is also strong 
experimental evidence suggesting an alternative task-driven view of the visual system. 
According to this more recent perspective, neuronal responses in cortical visual areas can 
be simultaneously dependent on more than one single visual attribute. As far as color 
perception plays a central role in visual recognition, it could be assumed that color-
sensitive neurons would be also involved in the analysis of some other critical visual 
attributes. In agreement with this idea, it has been shown that V1 double opponent cells 
respond to edges defined not only by chromatic and luminance differences, but also by 
the orientation of their receptive fields. Furthermore, results from many 
electrophysiological and neuroimaging studies have also demonstrated that color-
sensitive neurons in V2 and V3, modulate their responses depending on diverse physical 
attributes of the stimulus such as the stimulus direction, orientation, luminance and shape, 
revealing the simultaneous  contribution of magno- and parvocellular inputs from the 
Lateral Geniculate Nucleus (LGN) at different levels of the visual system. At higher 
visual areas, several authors have reported the existence of multi-sensitive neurons. 
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Middle Temporal (MT) neurons, in the dorsal stream, are sensitive to motion spots 
defined by single or combined changes in texture and color. In the ventral stream, 
responses to both, color and orientation have been described in V4 and the inferotemporal 
cortex. Additionally, results from several studies blocking the magno- and parvocellular 
projections from the LGN to V4 have shown that these two channels can simultaneously 
contribute to neuronal responses at this level of processing. All these data evidence that 
even sharply-color-tuned neurons can show color-related responses modulated by many 
other visual attributes.  
 
 

1. INTRODUCTION 
 
Over the past few decades, the functional role of many cortical regions has been 

elucidated. Thus, the specific role of these regions was labeled according to the new findings 
from different approaches and methods. Following such a multidisciplinary perspective, 
sensory and cognitive processes were thought to be achieved by a number of neuronal 
populations working in parallel, each solving one specific component of the analysis. It has 
been suggested that the information about color, shape, depth and motion is processed in 
many cortical regions, mainly organized into two independent cortical pathways: the dorsal 
and ventral streams of the visual system (Ungerleider & Mishkin, 1982; Haxby et al., 1992, 
1994, 2000; Ungerleider & Haxby, 1994; Courtney et al., 1996; Ungerleider et al., 1998). 
According to this assumption, the occipitotemporal cortex would be composed of separate 
functionally discrete regions, processing visual complex stimuli (Ishai et al., 1999; Haxby et 
al., 2000; Nystrom et al., 2000), such as faces or other biologically relevant stimuli (Sergent 
et al., 1992; Haxby et al., 1994, 1996; Clark et al., 1996; Courtney et al., 1996; Sams et al., 
1997; Ungerleider et al., 1998). The functional distribution of these visual areas gave rise to 
the ‘segregation’ hypothesis. From this hypothesis, object perception implies the analysis of 
different physical attributes such as color, shape or motion, all developed by different 
neuronal populations. Thus, while neurons in the ventral stream would code information 
about color and shape, neurons in the dorsal stream would be more involved in motion and 
spatial processing (Desimone et al., 1985; Goodale & Milner, 1992; Kiper et al., 1997).  

Although this idea was classically supported for many decades (Ungerleider & Mishkin, 
1982; Mishkin et al., 1983), the whole theory was nevertheless against the basic requirements 
for a complex visual processing. Whenever the observer fixates a particular object, its visual 
system must combine, at least, the color- and shape-related information in it to allow higher 
perceptual mechanisms. As possible combinations between attributes become infinite when 
we consider the entire visual world, the idea of independent cells specialized in all different 
combinations seems unlikely. Instead, numerous evidences strongly support the idea of a 
neuronal cooperation at different stages of the visual system. Named as the binding problem, 
the idea of how our brain can combine multiple bits of information arriving from separated 
brain areas to build up a single coherent percept remains under debate.  

Since the 1980s, several authors have tried to explain the binding problem (Julesz, 1986; 
Treisman, 1986). In general, it was accepted that different visual properties could be encoded 
in different feature maps during a preattentive stage of perception. Later on, attention would 
work as a filter, selecting and linking these specific features by both, increasing the salience 
of the attended stimulus, and reducing the perceived surrounding field (Reynolds & 
Desimone, 1999). 
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From an alternative approach, other authors (Optican & Richmond, 1987; Gray, 1999; 
Singer, 1999) have focused their studies on the temporal aspects of this problem. Their data 
suggest that neural oscillations and synchronous signals are present in the brain, and that 
neurons can use these signals to strengthen their synaptic communications. This interactive 
system could explain the communication occurred between nearby neurons, but also between 
those separated by several cortical columns, or even areas, in the visual cortex (Eckhorn et al., 
1988; Gray & Singer, 1989). According to this perspective, cells located at different areas can 
show coherence in their responses to specific stimuli, favouring a comprehensive perception 
of the visual object. 

Whatever the particular mechanism is involved in this task, visual information must be 
integrated at some level to allow a complete processing, and cooperative strategies between 
the neuronal populations are required. One of the most prolific approaches to the study of 
neuronal cooperation in the visual system comes from the analysis of color perception.  

 
 

2. COLOR PROCESSING IN THE PRIMATE  
BRAIN—GENERAL OVERVIEW 

 
Generally speaking, human- and non human-primate color decoding systems follow 

similar anatomical distributions (Sereno et al., 1995), showing high functional homology in 
both, the eye, and early visual stages (DeValois et al., 1974). Although from the primary 
visual cortex (V1) this homology decreases (Heywood et al., 1991; Zeki et al., 1991; Rizzo et 
al., 1993; McKeefry & Zeki, 1997; Beauchamp et al., 1999; Zeki et al., 1998), the parallelism 
is still evident, and therefore neurophysiological studies in monkeys have provided a 
powerful tool to understand the processes involved in human color perception. 

Primate color vision starts in the retinal color-tuned photoreceptors, named as cones, 
which spatial density peaks in the fovea, declining rapidly towards the periphery. Cones with 
spectral sensitivities to long (red-type) and half wavelengths (green-type) are shared by most 
mammals (Mollon, 1989), but only primates show an additional third type of cones, sensitive 
to short wavelengths (blue-type) (Dartnall et al., 1983; Nathans et al., 1986). A linear model 
in which cell responses are proportional to the sum (rectified sum for complex cells) of these 
three types of cones can describe quite well the chromatic properties of cells in the Lateral 
Geniculate Nucleus (LGN) and the visual cortex (Derrington et al., 1984). The color opponent 
centre-surround structure found in the receptive field (RF) of  LGN neurons filters the 
information that will be send to cortical structures, projecting chromatic information through 
low-pass channels, and  luminance information through spatial band-pass channels (De 
Valois et al., 1977; Derrington et al., 1984).  

Most of the studies in both, humans and apes have been traditionally consistent with the 
idea that the color processing is concentrated in ventral occipitotemporal areas. Thus, the 
analysis of patients with brain injury at this level have shown that deficits in color perception 
can be mainly associated with lesions in the ventral cortex (Meadows, 1974; Zeki, 1990), 
although different cortical areas have been equally involved. Studies in patients with cerebral 
achromatopsia suggested that the occipitotemporal cortex, together with the fusiform and 
lingual gyri, and the Inferotemporal cortex (IT) can be crucial structures for color processing 
(Damasio et al., 1980; Zeki, 1990; Beauchamp et al., 2000; Girkin & Miller, 2001).  
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Against this classical idea, some authors have reported that the activation of selective 
color-related neurons is not exclusive of the ventral stream. Several dorsal areas (Corbetta et 
al., 1991) including the superior parietal lobule (Gulyás & Roland, 1994; Claeys et al., 2004), 
and higher cortical areas as the frontal cortex (Mckeefry & Zeki, 1997) are also involved in 
color processing. These observations are strongly supported by recent results obtained from 
different methodological approaches. Indeed, clear arguments against the ‘segregation 
hypothesis’ for color processing have been increasingly found in the past decades leading to 
revise the classical functional distribution between the ventral and the dorsal visual streams. 
A wider connectivity network providing ventro-dorsal feedback has been already proved to 
exist at different stages of the visual system. As a result, the idea that ventral and dorsal 
streams can solve different but simultaneous aspects of color processing, is gaining more 
popularity. 

 
 

2.1. Evidences For and Against the Segregation Hypothesis  
 
Traditionally, it was thought that the parallel parvo- (P) and magnocellular (M) pathways 

remained segregated beyond the cortical level supporting the idea of an independent analysis 
of color and motion in the visual system. These first studies showed that, in an early stage of 
processing, the LGN contain clusters of color-sensitive cells responding to diffuse colored 
lights, and clearly distributed in separate anatomical and functional layers (De Valois, 1965; 
Wiesel & Hubel, 1966; De Valois & Pease, 1971; De Valois et al., 1977; Derrington et al., 
1984; Lennie et al., 1990, Reid & Shapley, 1992). The outer layers of the LGN (3-6) are 
composed of small cells (Parvo; P) which receive inputs from all three cone types, 
transmitting suitable chromatic information (Ingling & Martinez, 1983; Ingling & Tsou, 
1988; Schiller & Logothetis, 1990; DeValois & DeValois, 1993). The inner layers (1-2), 
composed of larger cells (Magno; M), receive input from red and green cones but not from 
the blue type, and therefore they are consider to carry color-blind information (Schiller & 
Logothetis, 1990).  

Direct inputs from the LGN to blob and stripe regions, in V1 and V2 carry color 
information to the cortex (Livingstone & Hubel, 1988; Shipp & Zeki, 2002).  In the blobs, 
color tuning is organized in clusters of cells (Daw, 1968, 1984; Hubel, 1988), especially 
prominent in the superficial layers 2 and 3. These color sensitive cells, called double-
opponent cells have concentrically organized RFs, and receive direct inputs from the 
parvocellular layers of the LGN (Livingstone & Hubel, 1984, 1987, 1988; Michael, 1987 a-c, 
1985; Casagrande & Norton, 1991; LeVay & Nelson, 1991), projecting in turn to V2 (Figure 
1). Due to the special properties of the RFs of these neurons, it is thought that they can cover 
the whole range of chromaticities and luminances (Vautin & Dow, 1985; Boynton & Olson, 
1990; Yoshioka & Dow, 1996; Yoshioka et al., 1996), showing band-pass spatial frequency 
tuning for chromatic gratings (Livingstone & Hubel, 1984; Thorell et al., 1984; Lennie et al., 
1990; Hubel & Livingstone, 1987; Johnson et al., 2001). Together with these cells, a second 
type of V1 neurons, showing direct inheritance from simple opponent cells in the LGN have 
been described, at least, in the blind spot area at the striate cortex (Komatsu et al., 2000). 
These cells are thought to be necessary for completing the filling-in process responsible for 
uniform color perception (Walls, 1954; Gerrits et al., 1966; Yarbus, 1967; Pessoa et al., 
1998). In the interblob and stripe regions, cells show orientation selectivity, receiving their 
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main input from the magnocellular layers of the LGN (Livingstone & Hubel, 1984, 1988; De 
Yoe & Van Essen, 1985; Hubel & Livingstone, 1987; LeVay & Nelson, 1991).  

 

 

Figure 1. A. View of color-sensitive areas in the ventral stream of the macaque brain. B. RF structure 
showing a classical opponent cell in the LGN. These cells can adopt four different arrangements 
depending on their selectivity to a specific wavelength of light (yellow-blue and red-green opponent 
organization). According to the center-surround special configuration of their RFs, LGN cells respond 
to spots of particular color surrounding by their opponent wavelengths. Although primates do not have 
any yellow receptor, cells with excitatory input from simultaneously red and green cones are sensitive 
to yellow. C. RF structure of a double-opponent cell, clustered in blobs, in layer 4 of V1. Double-
opponent cells have higher and more complex RFs than simple opponent cells, responding ideally to 
heterochromatic gratings of the appropriate spatial frequency, but also to chromatic modulation of a 
spatially uniform field. Based on their particular structure, these cells respond to center-surround 
differences in wavelength, showing selectivity for a particular stimulus size.  

The idea of color and motion segregation at early visual areas was first described by 
Margaret Livingstone and David Hubel (1982, 1983, 1987), who identified the anatomical 
connections between blobs and stripes in areas V1 and V2 of the monkey. Based on their 
anatomical observations, these authors defended the functional segregation between the P and 
M pathways in both, V1 and V2. According to their model, the M pathway projects from the 
magnocellular layers of the LGN to the striate cortex, first to layer 4Cα and then to layer 4B, 
which in turn send direct and indirect projections (via stripes) to the Middle Temporal area 
(MT), and from there to the Posterior Parietal Cortex (PPC) (Merigan & Maunsell, 1993; 
Merigan et al., 1997) (Figure 2). In parallel, cells in the parvocellular layers of the LGN 
project to layer 4Cβ of V1, reaching the blobs and the interblobs, which directly project to 
respectively, the thin stripes and the interstripe regions in V2. These thin stripes and 
interstripe areas finally project to several and discrete subregions in V4, and from there to the 
IT cortex (Merigan & Maunsell, 1993). Thus, although the segregation of the visual signal 
was mainly considered in the earlier visual areas, the functional and anatomical independence 
of P and M pathways at higher processing areas has also been proposed, extending to the PPC 
and IT (Girkin & Miller, 2001).  
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Figure 2. Modified from Merigan & Maunsell (1993). Functional organization of the ventral and 
dorsal streams in the primate visual system. The dashed lines represent solid projections within the 
same cortical area. Against the segregation hypothesis, interactions between ventral and dorsal 
structures have been already described. Red thick arrows indicate this map of connections, supporting 
the idea of a multistage ventro-dorsal communication in the visual system.  

Following this traditional approach, many authors have supported the segregation 
hypothesis in the visual system (De Yoe & Van Essen, 1988; Martin, 1988; Desimone & 
Ungerleider, 1989; Felleman & Van Essen, 1991; Kaas & Garraghty, 1991). However, 
numerous anatomical and neurophysiological observations have already suggested the 
possible interdependence of ventral and dorsal routes at different stages of the visual pathway.   

 
2.1.1. Early Visual Areas 

 
As previously mentioned, first studies in the LGN and early cortical visual areas 

proposed the independence of separate color- and broad-band-orientation-sensitive regions 
mainly in, areas 2 and 3 of 4Cβ (V1) (Livingstone & Hubel, 1984, 1988; De Yoe & Van 
Essen, 1985; Hubel & Livingstone, 1987; Shipp & Zeki, 1985, 2002). These regions showed 
abundance of chromatically opponent units, in such a way that 70 % of neurons with non-
oriented RFs presented this functional structure (Livingstone & Hubel, 1984; Ts’o & Gilbert, 
1988). However, selective stainings and inactivations at different levels of the P and M 
pathways in the LGN, have shown that parvo- and magnocellular signals are effectively 
interconnected in this area (Malpeli et al., 1981; Lachica et al., 1992; Nealey & Maunsell, 
1994). If such interdependence between signals exists, cells in this structure and their main 
input receptors should be sensitive to different combinations of visual parameters. Indeed, 
numerous evidences have been found supporting this idea.  

In macaques, Leventhal and colleagues (1995) have shown that stimulus color, direction 
and orientation varied continuously among V1 cells, in such a way that non discrete selective 
regions can be described in this area (see also Blasdel & Fitzpatrick, 1984). According to 
these authors, the proportion of color-sensitive cells in V1 could be higher than the classically 
accepted, and their activity would be both, direction and orientation biases. From the same 
perspective, Zipser and colleagues (1994) have also reported color, orientation and depth 
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coding signals in most V1 cells, and DeBruyn and collaborators (1993) found shape 
sensitivity in cells within and outside the CO-rich regions in bush babies. 

Taken together, all these evidences provide strong arguments against the classical 
segregation model in the primary visual cortex (Livingstone & Hubel, 1988). From this 
perspective, color, shape and motion responses can be simultaneously observed in most 
neurons from, at least, layers 2, 3, 4 and 6 of V1, varying among cells (Leventhal et al., 
1995). 

In area V2, the functional segregation was also shown to be originally overestimated 
(Livingstone & Hubel, 1988). Neurons selective for color, shape and motion were found 
between the stripes (Peterhans & von der Heydt, 1993; Gegenfurtner et al., 1996). Supporting 
this idea, intrinsic anatomic connections have been described between cytochrome oxidase 
compartments in V2 (Levitt et al., 1994), suggesting that classical clusters cannot explain the 
RF properties observed in these neurons (Kiper et al., 1994).  

One of the most complete studies showing the intercommunication between P and M 
pathways in early visual areas was recently developed by Friedman and colleagues (2003). 
These authors recorded the activity of individual neurons in V1 and V2 in the macaque 
monkey by flashing optimally oriented colored bars into their RFs. With this procedure, they 
found that color-selective cells responded to both, surfaces and edges showing orientation 
bias. Several authors had previously reported that color selective cells were higher 
concentrated in the fovea and less frequent at increasing eccentricities, while orientation 
selective cells would follow the opposite trend (Zeki, 1983a; Livingstone & Hubel, 1984). 
Contrarily to this hypothesis, Friedman’s group found that V1 and V2 neurons showed a lack 
of correlation between color selectivity and their ability to signal edges (Friedman et al., 
2003).  

Studies one step further in this field have finally lead to suggest that color estimation in 
V1 and V2 can be extracted from orientation specific signals (Zhou et al., 2000; Friedman et 
al., 2003; von der Heydt et al., 2003). The fact that many oriented cells in these areas are 
selective for edge polarity could support this hypothesis (Gerrits & Vendrik, 1970; Land & 
McCann, 1971; Poggio et al., 1975; Michael, 1978a; Thorell et al. 1984; Cohen & Grossberg, 
1984; Livingstone & Hubel, 1984; Conway, 2001; Johnson et al., 2001) although more and 
most specific studies would be necessary to prove it. 

 
2.1.2. Higher Visual Areas 

As we have seen, authors re-examining the visual segregation in areas V1 and V2 have 
showed clear results supporting an interactive communication between P and M pathways. In 
higher visual areas, the situation is quite similar. In V3, Gegenfurtner and colleagues (1997) 
have observed interaction between color and motion processing. Similarly, in area V4, the 
Superior Temporal Sulcus (STS) or MT, where segregation between color and motion was 
classically accepted (Zeki, 1974; Baker et al., 1981; Van Essen et al., 1981; Maunsell & Van 
Essen, 1983; Albright, 1984; Maunsell et al., 1990), several authors have already started to 
suggest their possible interaction (Felleman & Van Essen, 1991; Martin, 1992). Ferrera and 
colleagues (1992, 1994) have selectively blocked the parvo- and magnocellular layers of the 
LGN, and analyzed the effect in higher cortical areas. Their observations suggest that 
magnocellular inactivations only reduce responses in the dorsal stream (MT; Maunsell et al., 
1990), whereas neuronal responses in the ventral stream (V4) can be reduced by blocking the 
activity of either the parvocellular or magnocellular layers in the LGN. In other words, while 
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the dorsal pathway seems to primarily receive input from magnocellular layers, the ventral 
pathway accepts both, parvo- and magnocellular input. 

As the final destination in the ventral visual stream, the IT cortex receives parvo- and 
magnocellular signals. Accordingly, this area has been traditionally involved in color, shape, 
disparity and texture complex analyses (Cowey & Gross, 1970; Gross et al., 1972; Schwartz 
et al., 1983; Ptito & Zatorre, 1988; Ptito et al., 1991; Tanaka et al., 1991; Komatsu et al., 
1992; Zeki, 1993; Sáry et al., 1995; Buckley et al., 1997; Takechi et al., 1997; Howard et al., 
1998; Zeki & Marini, 1998; Huxlin et al., 2000; Uka et al., 2000; Tanaka et al., 2001), all 
they necessary elements for object recognition. However, although IT cells are widely 
sensitive, many of them are only selective for one visual parameter, and the strength of their 
response varies for different factorial combinations (Komatsu & Ideura, 1993). Thus, while 
significant activation of the IT cortex occurs during complex visual analyses (Howard et al., 
1998; Zeki and Marini, 1998; Barrett et al., 2001), the activity for simpler processing is less 
prominent (Corbetta et al., 1991; Gulyás et al., 1994, 1998). By significantly increasing its 
activity, this structure projects more efficiently to some other integrative areas, such as the 
fusiform gyrus or the Prefrontal Cortex (PFC), activating the neural network for object 
recognition and analysis (Haxby et al., 1991, 2000; Sergent et al., 1992; Köhler et al., 1995; 
Sams et al., 1997; Ishai et al., 1999; Nystrom et al., 2000; Barrett et al., 2001).  
 

 

Figure 3. A. Rasters showing cell responses to three different representations of the same stimulus are 
plotted. The red dashed lines represent the stimulus onset and offset. According to these rasters, cells 
were significantly more sensitive to images when color or grey stimuli were presented, decreasing their 
activity for binary images. These results suggested that surface information contained in grey but not 
B/W images, was mainly responsible for this activity. However, subtle differences were also observed 
when responses to grey and color images were compared. Thus, the simultaneous presentation of 
surface and color increased the firing rate of the cells. B. Histogram showing the same trend for a 
population of 21 cells. It is clear that these cells reached their maximal firing rates when complex color 
stimuli were presented. A schematic section of the inferotemporal cortex, where this cell was recorded 
(black dot), is shown. STS: Supero Temporal Sulcus. IT: Inferotemporal cortex. 

As an example of the multi-selectivity observed in IT cells, figure 3 shows the results 
obtained in a preliminary study developed by Gonzalez and collaborators. In this study, cell 
responses were recorded in the IT cortex of a macaque monkey while fixating complex face 
stimuli. By showing a comprehensive set of images, the stimulus eliciting the best cell 
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response was identified and then presented in three different versions, color, grayscale and 
black-and-white (B/W). 

Resulting from the earlier connections between the P and M pathways, dorsal structures 
show also mixed sensitivity to different visual attributes. One clear example comes from MT 
neurons. It has been described that direction-sensitive neurons in this area modulate their 
responses depending on color although they do not show isolated color responses (Charles & 
Logothetis, 1989; Saito et al., 1989; Dobkins & Albright, 1990, 1991, 1994; Albright, 1992; 
Gegenfurtner et al., 1994). 

The following table summarizes the main studies showing combined responses for color 
and some other visual attributes at different stages along the visual pathway.  

 
Table 1. Mixed responses to color and other visual attributes in human and monkey 

studies. Information about the specific areas considered is included, showing the 
intercommunication observed all along different visual stages. 

 

 
 
 

2.2. Evidences For and Against a Specialized Color Centre in the Primate  
 
Most of classical studies in color processing suggested the existence of a color centre in 

the primate brain. Such a critical area, involved in high chromatic analyses, was located in 
V4, and subdivided into two main regions, an anterior one, called V4α, and a posterior one, 
simply named V4, and localized at the posterior fusiform circumvolution (Zeki & Bartels, 
1999). However, the exact location of this area seems to vary for every subject, extending 
from the collateral sulcus, at the fusiform circumvolution, to the lingual gyrus (Beauchamp et 
al., 1999). 

Area V4 performs higher level color analyses, including the comparison of wavelength 
differences with surrounding objects (Lueck et al., 1989; Zeki et al., 1991; Zeki & Marini, 
1998). It has been suggested that the role played by this structure would not be related with 
simple color processing, but more to color and shape interactive analyses of objects 
(Heywood & Cowey, 1987; Schiller & Lee, 1991; Walsh et al., 1992a; Merigan, 1996; 
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Merigan & Pham, 1998; De Weerd et al., 1996, 1999; Barrett et al., 2001). Furthermore, area 
V4 is an important region for visual attention, as attentional modulation appears to improve 
the spatial selectivity in this area (Moran & Desimone, 1985; Haenny et al., 1987; Maunsell 
et al., 1991; Motter, 1994; McAdams & Maunsell, 1999) and its selective lesion disrupt 
performance in attentionally demanding visual searching tasks (Schiller and Lee, 1991; 
Schiller, 1995; De Weerd et al., 1999). 

In the macaque, V4 is one of the largest visual areas, occupying about 10% of the visual 
cortex and 5% of the neocortex (Felleman & Van Essen, 1991). Situated as an intermediate 
structure in the ventral visual stream (Ungerleider & Mishkin, 1982), this area receives direct 
inputs from V2, and projects primarily to the posterior IT cortex (area TEO) (Felleman & 
Van Essen, 1991). Neurophysiological studies have shown that macaque area V4 contains a 
high proportion of color selective cells (Schein & Desimone, 1990; Zeki, 1975, 1983b). As 
the complex analyses developed by these cells largely exceed the chromatic processing 
observed in earlier visual areas, V4 has been suggested to play an important role in color 
constancy (Zeki, 1980; Zeki et al., 1999). However, pure achromatopsia can be derived from 
different lesions at several visual structures (Cowey & Heywood, 1995; Heywood et al., 
1995; Hadjikhani et al., 1998; Heywood & Cowey, 1998), and therefore, simple damage in 
V4 is not enough to explain the whole deficit (Kölmel, 1988; McKeefry & Zeki, 1997).  

In humans, whereas ventral V4 (V4v) has been localized next to VP (V3v) (Sereno et al., 
1995; De Yoe et al., 1996), its dorsal subdivision (V4d) has not been yet clearly identified, 
contributing to maintain the current debate on the functional equivalence between human and 
non-human primate area V4 (Tootell & Hadjikhani, 2001). To solve the homology problem, 
Zeki and colleagues (1991) proposed the fusiform and the lingual gyri in the human cortex as 
the equivalent areas to V4 in the monkey brain. Later on, this group suggested the posterior 
fusiform gyrus as a more precise location for human V4 (McKeefry & Zeki, 1997). In 
agreement with this idea, functional Magnetic Resonance Imaging (fMRI) studies have 
shown that patients with cerebral achromatopsia often present damage at this structure, 
together with, in some particular cases, specific damage of the lingual gyrus and the basal 
temporal cortex (Meadows, 1974; Green & Lessell, 1977; Lapresle et al., 1977; Damasio et 
al., 1980; Damasio & Frank, 1992; Allison et al., 1993; Lee et al., 2000; Girkin & Miller, 
2001). The simultaneous lesion of these three structures is common in subjects affected by 
visual hallucinations and prosopagnosia (Damasio et al., 1982; Lee et al., 2000).  

Similarly, selective lesions of the fusiform gyrus may affect face and object recognition 
as well as color perception (Puce et al., 1996; Kanwisher et al., 1997; Girkin & Miller, 2001). 
A small face-selective area has been described in the right lateral middle fusiform gyrus, 
(Halgren et al., 1999; Haxby et al., 1999; Rossion et al., 2000, 2003), in homology to the IT 
cortex (Tootell et al., 2003).  

The reported data highlight the relevance of V4 and the fusiform gyrus in color 
processing. However, the observed color sensitivity of cells at different cortical stages has 
opened a debate about the existence of a possible color centre in the primate brain. In a recent 
study, Gonzalez and collaborators (2006) showed that the neuronal activity evoked in the 
human fusiform gyrus is strongly dependent on the stimulated hemifield (Gonzalez et al., 
2006). This hemifield dependence indicates the early activation of this structure, suggesting 
that higher cortical areas can be required to combine the information from both visual 
hemifields. This new evidence supports the idea of a multistaged cortical system for color 
processing (Zeki & Marini, 1998). In agreement with this idea, it has been shown that color 
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categorization can still occur after V4 ablation in the macaque (Walsh et al., 1992b). 
Additionally, lesion studies in patients with posterior cerebral infarcts demonstrated that color 
discrimination can be independent of color memory, reinforcing the assumption of multiple 
areas involved in color perception (Schoppig et al., 1999). From the same perspective, several 
authors found a left-dominant but mainly bilateral multistage activation of color-related areas 
in the human brain (Zeki et al., 1991; Corbetta et al., 1991; Howard et al., 1998; Zeki & 
Marini, 1998; Beauchamp et al., 1999; Barrett et al., 2001). These authors indicated that 
different visual areas could be selectively recruited for different chromatic analyses 
depending on the specific requirements of the task.  

Finally, as in earlier chromatic visual areas, cells in V4 and the fusiform gyrus respond to 
complex combinations of visual parameters. Several neurophysiological studies in human and 
non-human primates have demonstrated that these cells are not only sensitive to color, but 
also to some other properties of the stimulus, such as the stimulus orientation (Mendola et al., 
1999), and shape (Desimone & Schein, 1987; Gallant et al., 1993, 1996; Rizzo et al., 1993; 
Kobatake & Tanaka, 1994; Wilson et al., 1997; Allison et al., 1999; James et al., 1999; 
Pasupathy & Connor, 1999). In humans, Gonzalez and colleagues (2006) have found 
combined responses to color and texture in the fusiform gyrus. In their study, functional 
evoked potentials were recorded from subdural electrodes implanted in a patient suffering 
from occipital epilepsy. During simple fixation, dynamic squares of colorful dots were 
presented to the patient in both, left and right visual hemifields (contra- and ipsilaterally to 
the affected hemisphere). Following this procedure fusiform activation was found after 
dynamic-textured squares but not solid squares (Figure 4).  

 

 

Figure 4.  Visual evoked responses recorded in the right fusiform gyrus of a patient suffering from 
occipital epilepsy (bipolar recording; BOT strip). The stimuli used consisted of solid figures and 
textured squares composed by dynamic random dots, all surrounded by a dark background. Only 
texture-related images evoked responses in the fusiform gyrus while no activation was observed for the 
solid stimuli. The thick line on the abscissa indicates the time the stimulus was on. On the left side, 
lateral and coronal views of the brain are shown, signaling the exact location of the electrode arrays 
implanted. 
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CONCLUSION  
 
Taken together, the reported data suggest that the segregation hypothesis for color 

processing could have been overestimated. The different experimental procedures and 
techniques required in visual neurophysiological studies, and the interest for developing 
regular and simple rules which could help to understand the visual function, could partially 
explain the possible bias.  

One big source of variability could be related to the different stimuli considered in the 
experiments. Studies comparing simple and meaningful pattern processing have reported the 
activation of less and more posterior areas in both occipital and temporal lobes than those 
activated by complex patterns (Baker et al., 1996; Corbetta et al., 1991, 1993; Fink et al., 
1997; Gulyás et al., 1994; Nobre et al., 1997). To explore this phenomenon, Zeki and Marini 
(1998) analyzed the possible interaction between color and stimulus patterns. In their study, 
several Mondrian-like scenes and pictures of natural objects dressed in natural and unnatural 
colors were presented to subjects during an fMRI session. The activity profiles obtained 
showed that although all types of stimuli activated the ventral pathway, the activity produced 
by natural coloured objects reached more anterior regions at the fusiform gyrus, the 
hippocampus and the ventrolateral frontal cortex. Unnatural colored objects, by contrast, 
activated the dorsolateral frontal cortex. Based on their observations, these authors have 
suggested that complex chromatic analyses involved in color-object definition, color memory 
and learning exceed the ventral areas, requiring the simultaneous activation of higher 
structures. 

Some other studies have been more focused on the nature of the stimulus. Leventhal et al. 
(1995) found that color-sensitive cells in layers 2 and 3 of 4Cβ (V1) showed higher 
orientation-sensitivity when tested with high spatial frequency gratings, while moving bars 
produced lower responses. In agreement with this idea, it has been found that most cortical 
cells show less sensitivity to orientation when tested with sinusoidal gratings of relatively low 
spatial frequencies (Hammond & Pomfret, 1990; Thompson et al., 1994). Since most early 
studies in V1 used bars but not sinusoidal gratings as stimulus, a possible underestimation of 
orientation tuning in color-sensitive cells could have been produced.  

Overall, we have reported here solid arguments enough to conclude that the segregation 
hypothesis, at least as it was originally conceived, should be now reviewed and reinterpreted. 
The fact that many cortical areas work together to achieve complex perceptual goals, reflects 
the idea of a global brain, combining the efficiency of multiple processing stages to optimize 
its resources. A direct effect of this model is, of course, an economical view of the brain 
function, as the strength of the interaction would allow a more powerful and fast 
communication between areas. As color processing is one of the most studied sensory 
phenomena, its review provides valuable information to analyze the segregation problem. 
However, the latest results obtained in visual neuroscience predict that similar data can 
already be described for some other visual attributes. The challenging task for a near future 
will be to integrate all this knowledge for a better understanding of the visual function. 
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ABSTRACT 
 

Colour composition divides colours into two types: unitary and binary colours. 
Colours which are not composed are said to be “unique” or “unitary” colours, whereas 
composed colours are always binary. Colour composition and the distinction between 
unitary and binary colours have played a major role in colour science and in the 
philosophy of colours. They have for example been invoked to introduce opponent-
processes in the mechanisms underlying colour vision and have been used to criticize 
philosophers who defend a physicalist view on the nature of colours. Most philosophical 
or scientific theories suppose that colour composition judgments refer to the way colours 
appear to us. The dominant view is therefore phenomenalist in the sense that colour 
composition is phenomenally given to perceivers. This paper argues that there is no 
evidence for a phenomenalist view of colour composition and that a conventionalist 
approach should be favoured. 
 
 
We can express a lot of judgments about the colours we perceive. Most observers judge 

for example that red is more similar to orange than it is to blue; that no shade of yellow is a 
shade of blue; or that red and green, orange and blue, and yellow and purple are pairs of 
maximally dissimilar colours. All those judgments express colour structural relations, i.e. 
relations that colours bear to each other. Among colour structural relations, colour 
composition has received tremendous attention by philosophers and scientists from fields as 
diverse as physics, physiology, psychology, artificial intelligence, linguistics, anthropology, 
etc. 

Colour composition divides colours into two types: unitary and binary colours. Colours 
which are not composed (or unmixed) are said to be “unique” or “unitary” colours, whereas 
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composed (or mixed) colours are always binary. According to the prevailing view of colour 
science there are only six unitary colours: red, green, blue yellow black and white. The 
remaining colours are all binary colours: for example orange is always said to be somewhat 
reddish and somewhat yellowish, whereas purple is at the same time bluish and reddish.  

The goal of this paper is to investigate the nature of colour composition and the 
foundation of the unitary/binary colours distinction. Colour composition and the distinction 
between unitary and binary colours have played a major role in colour science and in the 
philosophy of colours. They have for example been invoked to introduce opponent-processes 
in the mechanisms underlying colour vision+ and have been used to criticize philosophers who 
defend a physicalist view on the nature of colours.§ As I will try to show in this paper, most 
philosophical or scientific theories suppose that colour composition judgments refer to the 
way colours appear to us. The dominant view is that colour composition is phenomenally 
given to all human “normal” human observers. To judge for example if orange is binary or 
unitary or to evaluate its reddishness, we must turn to our colour experiences. As I will try to 
show, there is little evidence for the “phenomenalist” view of colour composition. Unlike the 
dominant phenomenalist view, which relies solely on individuals’ colour experience, I will 
defend the idea that judgments about colour composition and the distinction between unitary 
and binary colours are essentially cultural and originate from communicational needs and 
constraints.  

The paper will begin by a short overview of the historical background of the 
phenomenalist view about colour composition (§I). Then in §II and §III, I will argue that 
there is not enough evidence to conclude in favour of a phenomenalist view of the 
binary/unitary colours distinction and of colour composition. By exploiting an analogy with 
the perception of temperature, I will show that the phenomenalist approach to colour 
composition gives an unsatisfactory account of colour experiences and that a conventionalist 
view of the unitary/binary distinction is therefore preferable (§IV). 

 
 
1. A SHORT HISTORICAL OVERVIEW OF THE PHENOMENALIST  

VIEW ABOUT COLOUR COMPOSITION 
 
The publication in 1969 of Berlin & Kay’s “Basic Colour Terms” has had a great impact 

on the scientific community in large part due to the fact that it helped linguists and 
anthropologists to give a scientific response to linguistic relativism. Linguistic relativism, 
which originated with the work of Herder [1772/2002] and von Humboldt [1820/1997] came 
to prominence through the work of Edward Sapir [1985] and his student Benjamin Lee Whorf 
[1956]. Linguistic relativism, today often referred as “the Sapir-Whorf hypothesis”, is the 
thesis that the semantic structures of natural languages are incommensurable.± According to 
an extreme view of linguistic relativism, there is no way for speakers of different languages to 

                                                           
+ See Jameson & Hurvich 1955. 
§ See for example Cohen 2003, Hardin 1988, Thompson 1995. 
± Whorf tells us for example that: “We dissect nature along lines laid down by our native languages. The categories 

and types that we isolate from the world of phenomena we do not find there because they stare every observer 
in the face. [...] We cut nature up, organize it into concepts, and ascribe significances as we do, largely because 
we are parties to an agreement to organize it in this way - an agreement that holds throughout our speech 
community and is codified in the patterns of our language” [Whorf 1956: 214] 
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have converging views on reality because each language structures reality in its own way.§ In 
the challenge raised by linguistic relativism, colour naming has played a central role by 
providing linguists with abounding cross-cultural data. Because nothing in the physical reality 
can justify segmenting the colour spectrum into categories, the relativist assumption is that 
different languages deploy very different systems of colour naming and that different cultures 
partition the colour spectrum in dramatically different ways.∗ 

In 1969, Berlin and Kay argued, against the Sapir-Whorf hypothesis, that colour 
categories across different cultures are not incommensurable. Relying on an extensive data 
collection across ninety-eight languages, they claimed that colour categories converge 
universally to shared basic colour categories. Contrarily to the relativist assumptions, the 
comparative colour naming survey of Berlin and Kay showed that the partitioning of the 
colour space by linguistic categories could be accounted for by universal principles.    

Soon enough Berlin and Kay’s powerful linguistic theory of colour categorization has 
been linked to theories about colour perception, and in particular to Hering’s colour 
opponency model. In 1878± Hering hypothesized that colour vision was based on four 
chromatic and two achromatic elementary, or unitary, colour perceptions (Urfarben) 
organized in two opponent processes (red vs. green and yellow vs. blue) and one non-
opponent process (black vs. white). Hering’s evidence for his opponent process model is 
essentially phenomenal in the sense that a colour is considered to be elementary if it is not 
experienced as a mixture€ and colours are said to be opponent just in case they are mutually 
exclusive.+ In 1978, Kay and McDaniel argued that the most basic universally colour 
categories distinguished by Berlin and Kay were identical with Hering’s six primaries, while 
all other colour categories were supposed to be fuzzy set recombination of those six unitary 
hues. Except notable criticisms¥ and developments£, current works in colour categorization 
continue to share Kay and McDaniel insights and consider Hering’s primaries to be the most 
likely universal foundation for colour naming across cultures. Whereas it seemed that 
segmenting the colour spectrum into categories could not be derived from the physics of light 
or coloured objects, human colour perception, and in particular Hering’s model of colour 
vision, seemed to offer a straightforward explanation of the universality of colour categories. 
Contrary to the previous relativist tradition, colour naming was not supposed to result from 
arbitrary internalized categories, but rather to be caused by innate perceptual processes. 

While much research has been conducted in order to provide empirical data to confirm 
Hering’s opponency model≠, Hering’s fundamental assumptions about colour experiences 
have never been closely scrutinized. What was presupposed by Hering, and what seems 
widely assumed to this day, is that colour composition and the distinction between unitary 
and binary colours are accessible through visual colour experiences and can therefore be 

                                                           
§ According to Lucy, Whorf’s view has been abusively assimilated to “a "prisonhouse" view of language in which 

one's thinking and behavior is completely and utterly shaped by one's language” [Lucy: 1992]. 
∗ See e.g. Boas 1911; Hoijer 1954. 
± Hering 1920/1964.  
€ According to Hering [1920/1964] and contrarily to Helmoltz [1924] trichromatic model, yellow for example 

cannot be a mixture because the sensation of yellow is elementary. 
+ For instance, blue and yellow are said to be opponent pairs  because “Yellow can have a red or green tinge, but 

not a blue one; blue can have only either a red or a green tinge, and red only either a yellow or a blue one” 
¥ See Saunders 2000; Saunders & van Brakel 1997; Jameson & D’Andrade 1997; Mausfeld 1997; Roberson, 

Davies and Davidoff 2000. 
£ See Regier, Kay & Cook 2005. 
≠ See Hurvich & Jameson 1957. 
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exploited by observers to differentiate and categorize colours. In particular, if Berlin and 
Kay’s distinction between basic colour terms and non-basic colour terms is supposed to be 
explained by colour vision, it is because linguistic colour categories are supposed to reflect 
some basic facts about colour experiences. For example, Hardin asserts: 

 
It should now be apparent that, far from language carving out categories from 

a structureless colour space, the basic linguistic categories themselves have been 
induced by perceptual saliencies common to the human race [Hardin 1988: 168] 

 
Universalism about colour categories which emerged from cross-cultural studies in 

colour naming research has therefore been connected to Hering’s opponent theory of colour 
vision through the following two assumptions: 

 
• universalism of colour categorization is explained by universalism of colour vision∗ 
• Hering’s opponent processes in colour vision are detectable through colour 

experiences.  
 
To put it roughly, the traditional universalist view about colour categorization is that 

people categorize colours in almost the same way, because they perceive colours in 
approximately the same way.+ 

Contrarily to this general picture, and following recent studies in colour naming research 
and psychology, I will claim that there is no evidence for a distinction between unitary and 
binary colours at the phenomenal level. I will argue in particular that experiments in colour 
vision alone do not support Hering’s distinction between unitary and binary colours and that 
it is only by using pre-established colour categories that colours are divided into unitary and 
binary colours. If this general approach is correct, then universal colour categorization, as 
well as colour lexical distinctions, is not directly supported by the structure of colour 
experiences but should receive a different explanation than the one provided by the 
phenomenalist view on colour categorization. 

 
 

2. THE PHENOMENAL EVIDENCES FOR THE UNITARY/BINARY 
COLOUR DISTINCTION 

 
Colour categories group together different colours and colour experiences. But according 

to the Berlin and Kay’s tradition, colour naming does not rely on colour similarities only. 
Among the colour relations allegedly necessary to explain colour naming across cultures, 
colour composition plays a major role.  The term color composition refers to the assumption 

                                                           
∗ The original view of universalism about colour categories, defended by Kay and McDaniel 1978, was that 

universals in colour naming could be explained by neurological properties of the visual system. Since several 
studies in neurophysiology [Abramov 1997; Abramov and Gordon 1994; Derrington et al. 1984] concluding 
that there is no evidence for a biological basis for Hering’s oppency model, most universalists (see for 
example Kay and Maffi 1999: 746) take “universal constraints on colour naming to be based on presumed 
universals of colour appearance – for example, on opponent red/green and yellow/blue phenomenal channels – 
but on no specific neural substrate, retinal, geniculate, or cortical.” [Kay 2005: 40]. 
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that some colours or colour experiences can be analyzed into combinations of other, more 
basic, colours. Oranges, for example, - according to the prevailing view - seem to be both 
reddish and yellowish and purples seem to be both bluish and reddish. In contrast, there are 
particular shades of red, green, blue, and yellow which appear not to be composed of any 
other colours, or so it is commonly assumed.. Talk of colour composition relies therefore on a 
distinction between the “pure” colours, called unitary colours, and all the other colours which 
are assumed to be composed and called “binary colours”. 

Although the idea of colour composition is very old and can be traced back to antiquity, it 
is only with Hering that a consensus regarding the number and the choice of the unitary 
colours has emerged in the scientific community.∗ Hering justified the existence of six 
elementary colours by claiming that our visual system involves three opponent processes: one 
for red-green, one for yellow-blue, and a third, qualitatively different from the first two, for 
black-white. According to Hering and most colour specialists, the distinction between unitary 
and binary colours is primarily phenomenal.+ But how do unitary colours appear in 
experience and is there any evidence for a phenomenal distinction between unitary and binary 
colours?  

The distinction between unitary and binary colours has been approached in the scientific 
literature in basically two types of studies: colour naming and cancellation experiments. The 
colour naming approach to unitary colour determination relies on direct introspection and 
asks observers to describe colour samples by assigning a percentage of a limited set of colour 
terms. Cancellation experiments on the other hand rely on psychophysical measurements of 
Hering’s opponent processes. As we shall see, these two types of studies mirror in fact the 
two major claims hypothesized in Hering’s opponent colour theory: first, there are only six 
colours that are perceived as “pure” or unitary; and, second, the six unitary colours organized 
in opponent pairs are sufficient to derive any other colour that we can experience. Contrary to 
what is usually assumed in the literature, I will claim that these experiments about unitary 
colours do not show that the unitary/binary distinction is a phenomenal distinction. 

The colour naming test developed by Sternheim and Boynton [1966] is the most well-
known psychophysical method for assigning uniqueness to a colour. Its goal is to identify the 
unitary colours by determining which colour terms are necessary and sufficient to describe 
the complete spectrum. In this test, the subject is asked to describe the appearance of coloured 
samples by assigning percentages from a specified set of colour terms. If a colour term 
appears to be both necessary and sufficient to describe a range of colour samples, the colour 
is classified as unitary. Thus, according to Sternheim and Boynton, the term ‘orange’ for 
example is unnecessary, since subjects are able to describe an orange-looking stimulus 
entirely in terms of yellow and red, whereas, on the contrary, stimuli appearing yellow cannot 
be described by any other term than “yellow”. With this method, ‘red’, ‘yellow’, ‘green’ and 
‘blue’ were proved to be both necessary and sufficient for the description of any perceived 
spectral colour.  

But as stressed by Saunders and van Brake [1997: §4.2] asking the observer to use 
specific words to describe perceived colours tells us more about his mastery of colour 

                                                                                                                                                               
+ Or as Pinker put it:  “The way we see colours determines how we learn words for them, not vice versa.” [Pinker 

1994:  63]. 
∗ See Dinah Gross (2009) and Martine Nida-Rümelin (2009) for an extended presentation of the various meanings 

of “primary colours” through history. 
+ Ibid. 
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vocabulary than about the phenomenal content of his perception. The problem is that the task 
of describing colour appearances by using colour terms is constrained by the culture’s 
consensus about colour terms. Far from being a test about the phenomenology of colour 
perception, colour naming experiments can be considered as a test about our colour naming 
structure. More generally, it seems doubtful to use verbal reports to study the particular 
properties of colour experiences, because there seems to be no congruent correlation between 
the way subjects use colour terms and the way they perceive colours. Various studies∗ show 
that subjects who classify colours in similar ways can nonetheless have very different colour 
experiences. The most remarkable example is certainly the case of protanopes who can learn 
to use the term “red” even if they are quite insensitive to the red end of the spectrum. 
Although similarity tests show that protanopic colour experience differs dramatically from 
normal trichromatic colour experience, some protanopes exhibit a colour naming behaviour 
that would not distinguish them from normal trichromats. +  

If colour naming technique cannot demonstrate the phenomenal reality of the unitary 
colours, is the cancellation method used by Hurvich and Jameson more promising? Hurvich 
and Jameson’s experiments are founded in Hering’s opponent process theory which states 
that the human colour vision system operates with three independent opponent processes: red-
green, blue-yellow and white-black. The basic idea behind Hurvich and Jameson’s 
experiments is that opponency prevents both members of any opponent pairs to appear as 
“mixed” together: there are for example no reddish greens or yellowish blues.§ When blue 
and yellow lights are mixed together they produce white and not bluish yellow, because blue 
and yellow cancel each other. If one starts with a mixed colour, like orange, it is therefore 
possible to mix orange with a unitary blue to cancel out the yellow component and obtain a 
pure red. This is the basic idea of Jameson and Hurvich’s cancellation experiments: the 
strength of the cancelled colour component is determined by the amount of the cancellation 
colour used to reach the equilibrium of the opponent system.  

The cancellation method is used to obtain the curves representing the colour opponency 
system. The first step when using this method is to identify for each observer their unitary 
red, green, yellow and blue. Then monochromatic lights are presented one after the other and 
the observer is asked to cancel out one of the perceived colours if the wavelength is not 
already a unitary colour. So, for example, when the observer is presented with an orange 
patch of light, he is instructed to cancel out the yellow component by using the unitary blue 
that has been formerly identified. The cancellation is total when the blue-yellow opponent 
system reaches the equilibrium, which is when unitary red is perceived by the observer. The 
amount of blue used to reach the equilibrium can then be taken as an indicator of the strength 
of the yellow component contained in the initial orange. 

The cancellation experiments cannot however provide any empirical evidence for the 
phenomenal reality of the unitary/binary distinction because they rely on a a priori choice of 
the unitary colors. In order to be able to conclude for example that the yellow component of a 
perceived orange has been cancelled out, one must first acknowledge the existence of a 
unitary red which guarantees that the equilibrium has been reached. For this reason, it is 

                                                           
∗ Cf. Shepard and Cooper 1992; Jameson and Hurvich 1978. 
+ Cf. Jameson and Hurvich 1978.  
§ It appears however that in the occidental population many people consider green as composed of yellow and blue.  
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unwarranted to say that the existence of Hering’s opponent systems has been confirmed by 
Jameson and Hurvich’s cancellation experiments.  

The mere fact that there is a systematic pattern in the way colours change cannot support 
the hypothesis that there is a phenomenal distinction between unitary and binary colours or 
the fact that apparent colours are generated by Hering’ antagonistic processes. In fact, there 
are as many different systematic patterns in additive colour mixtures as there are choices 
about what lights are first singled out and then used to perform the experiment. Take for 
example a green patch of light projected onto a white surface. If one add a blue light to a 
green light it turns into cyan. One could therefore argue from this experiment that green is a 
binary colour and that adding a blue light cancels its yellow component out yielding the 
coloured beam of light to appear cyan. One could also argue, as pointed out by Abramov and 
Gordon, that cancellation experiments show opponent processes to be chartreuse-violet and 
teal-cherry: 

 
hue cancellation studies demonstrate that hue is organized in opponent 

fashion: any stimulus that elicits some sensation of G can be added to one 
eliciting R in order to cancel R…However, there is no obvious a priori 
justification for these precise axes; the axes might be chartreuse-violet and teal-
cherry. [Abramov & Gordon 1994: 468] 

 
What is problematic about the cancellation tests is the preliminary choice of certain hues 

used for cancellation. What these experiments really show is that Hering’s distinction 
between unitary and binary colours is compatible with the way we perceive additive colour 
mixing.∗ But this is of course true of many alternative theories, including theories which deny 
that there is any phenomenal difference between unitary and binary colours. According to a 
theory that denies the theoretical distinction between unitary and binary colours, the 
cancellation experiments only show that systematic changes in the spectral composition of 
lights can be correlated with systematic changes in the colours perceived by a given observer. 
In other words, the cancellation experiments presented above shows that by adding a light 
perceived as blue in isolation to a light perceived as orange causes the perceived orange light 
to shift from orange to red and conversely that adding a light perceived in isolation as orange 
causes a blue light to shift from blue to red. But if cancellation experiments do not provide 
any decisive evidence for the claim that there is some yellow component in orange, why is 
this way of talking abundantly used in colour science and in every day life? Is the difference 
between unitary colours and binary colours not obvious?  

One can argue that although there are no uncontroversial empirical evidences for the 
unitary binary distinction, the phenomenal evidences are undisputable: the way unitary 
colours look to me is different from the way binary colours look to me because when I have 
an experience of unitary colour I can only distinguish one component whereas when I have an 
experience of a binary colour I can distinguish two components. However, introspection has 
been criticized for not being a reliable source of evidence for phenomenal facts.∗ One could 
therefore argue that the fact that most people are willing to describe their own colour 

                                                           
∗ In fact, as noted since 1907, Hering’s opponent processes are not satisfactorily confirmed by spectral mixtures. It 

has been observed in particular that canceling unitary red with a green light always produce yellowish 
appearance instead of a whitish appearance as predicted by the theory. 

∗ See Hurlburt and Schwitzgebel  2007. 
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experiences in terms of the unitary/binary distinction does not necessarily imply that the 
unitary/binary distinction is anchored in the phenomenology of colour.  

It seems, moreover, that the evidences based on introspection are not as uncontroversial 
as they appear at first sight and that a careful examination of the character of one’s own 
experience shows that the appearance of binary colours does not really differ from the 
appearance of unitary colours. The claim that a colour is binary seems to imply that a binary 
colour is complex in the following sense: when in a unitary colour we can distinguish only 
one component, in looking at a binary colour we can differentiate two components. The 
experience of a binary colour would therefore seem to be more complex than the experience 
of a unitary colour. But, contrary to this supposition, it seems difficult to hold that 
experiences of binary colours are somewhat more complex than experiences of unitary 
colours. 

Consider an analogy with shapes.  
 

 

Figure 1. 

Although there is nothing in common between A, B and C, they share a phenomenal 
“simplicity” that is not present in AB, AC and CB. Inversely, AB, AC and CB share a 
phenomenal “complexity” which A, B and C lack. Notice that each “composed” shape bears 
also some resemblance relations with the “simple” shapes. AC, for example, resembles both 
to A and C.  

In the case of the above geometrical example it seems correct to say that there is a 
phenomenal difference in complexity between A, B and C, on the one hand, and AB, BC and 
AC on the other hand. It seems clear however that there is no equivalent difference in 
complexity between binary hues and unitary hues in the case of colours. With respect to 
simplicity, colours seem in effect to be all alike. As often stressed by philosophers, all colours 
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appear to be “simple” and “unanalysable”. ∗ Colours can be said to be unitary or binary, but 
introspection does not seem to confirm a corresponding distinction at the level of colour 
experiences. Of course, it could be argued that the distinction between unitary and binary 
colours does not imply any difference with respect to the complexity of colour experience, 
but such a claim would require a clarification of the notion of colour composition at issue in 
order to make it understandable in what sense one can say that a composed colour is not more 
complex than a pure colour. 

 
 
3. THE PHENOMENAL EVIDENCES FOR COLOUR COMPOSITION 
 
We have seen so far that there is no evidence for a phenomenal difference between 

unitary and binary colours. In other words, it appears that there is no evidence that observers 
can distinguish on the basis of their colour experience alone which colours are unitary and 
which colours are binary. What I would like to examine now are the possible phenomenal 
evidences in favour of colour composition itself. In other words, I would like to investigate 
the reasons given to say that a given colour is said for example to be composed of blue and 
red instead of violet or orange. I would like in other words to consider in what way colour 
composition is supposedly given in colour experience. However, to address this issue, we 
must first ask: what is “phenomenal colour composition”?  

“Composition” is generally used in mereology to express the relation between the 
components and the whole they compose; where “components” are the parts available as 
individual units, regardless of their interaction with the other parts of the whole”.+ A heap of 
rocks is for example composed of rocks and a sentence is composed of words.  

If we follow this practice, colour composition should be understood as the relation 
between a binary colour and its chromatic parts. But as stressed for example by Hardin, there 
is no clear sense in which we can say that a binary colour has parts. To circumvent this 
difficulty Hardin proposes to understand colour composition not in terms of mereological 
relation, but in terms of a vector: 

 
There seems to have been tendency to think that if colours are analyzed they 

are analyzed into parts, whereas we might better think of them as being, like 
vectorial quantities in physics, analyzable into components. A component of a 
vector is not part of a vector. [Hardin 1988: 43-44] 

 
The image of vectorial decomposition is different from parthood relations, but it is not 

clear how talk about vectors can help us to have a better understanding of colour composition 
and how it is accessible in colour experience.  

Colour composition is expressed in terms of relative proportion: a given composed colour 
Cc is equivalent to a certain amount of colour C1 and colour C2.  A common way to express 
colour composition is to give the relative proportion of a shade’s components (a given shade 
of orange can be for example 60% red and 40% yellow) or to express colour (di)similarities 
by comparing the amount of  a shade’s components: a given chip of orange can have for 

                                                           
∗ See Locke 1689: Bk II, Ch. II, par. 1. See also Hume 1739/1983: Bk. I, Pt. VII, footnote. 
+ Varzi 2003. 
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example, more “red” or less “yellow” than another. What these examples show is that colour 
composition seems to involve quantity. But, as expressed here by Byrne & Hilbert, talking 
about the quantity of a property seems quite problematic:  

Red, yellow, green, and blue are properties, and it does not make any sense to say that 
one object has more of a property than another object, or a relative amount of a property. An 
object either has a property or it doesn’t. [Byrne & Hilbert 2003: 14] 

Assigning quantities to colours becomes more plausible if colour composition is 
considered as some kind of mixture. Unlike composition, mixture involves transformation 
and quantity. When one adds some milk to a cup of black coffee, one gets a cup of coffee-
and-milk. Coffee-and-milk is not black coffee plus milk, it is a new beverage obtained by 
mixing black coffee and milk. Coffee-and-milk is no longer black coffee and no longer milk. 
By mixing the ingredients, one transforms the initial ingredients and obtains some new 
substance. Quantity plays an important role in mixture because the result directly varies 
according to the relative proportion of the ingredients. A mixture can be, for example, a 
medicine or a poison according to the relative proportion of the active ingredient it includes.  

Many authors have tried to explain colour composition in terms of mixture. Michael Tye 
for example proposed to give an account of colour mixing in terms of physical colour mixing: 

 
As for the binary-unitary distinction, it can be preserved as a basic truth about 

colour mixing. Orange, for example, is the colour you get when you mix red and 
yellow pigments. These facts are arguably facts we have learned from training, 
not facts given to us in our colour experiences and extractable from them without 
any basic lessons or art classes on the various colours and their relationships. 
[Tye 1995: 148] 

 
Colour composition accounts in physicalist terms have been strongly criticized because 

predictions based on such accounts are wrong.∗  According to the physicalist account, green is 
a mixture of blue and yellow in exactly the same sense in which orange is a mixture of red 
and yellow. But this result clearly contradicts the fact that most observers consider green to 
be a unitary colour. Conversely, some colours which can be obtained by mixing different 
pigments are not considered to be composed in a similar way. Painters for example can mix 
orange and green pigments to get yellow or blend green and red pigments to get grey, but 
neither yellow nor grey are considered to be composed of green. Lack of parallelism between 
physical colour mixing and colour descriptions in terms of colour composition has favoured a 
phenomenalist interpretation of colour composition which claims that the way colours are 
described is not anchored in the way colours are physically generated, but in the way they 
appear in colour experiences. 

The phenomenalist is right in stressing the fact that colour composition cannot be 
accounted for by physical colour mixture. However, from the fact that colour composition 
cannot be equated with physical mixture, one cannot conclude that colour composition is 
phenomenal. It is possible for example to home colour composition in language rather than 
perception.  And in fact a lot of empirical evidence seems to point in this direction. First, 
contrary to what has often been claimed, there appear to be many inter-linguistic as well as 
intra-linguistic discrepancies about colour categorization. If access to colour composition was 

                                                           
∗ Cf. Hardin 1988: 43; Byrne 2003: n.38. 
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essentially perceptual, one would expect those distinctions to be universally shared. Take for 
example, the blue and green categories. If blue and green are unitary colours, one expects 
blue and green to be categorized in different categories because blue and green enter as 
components of different colours. If the quadripartite division of colours is valid, lime contains 
green but no blue and violet contains blue but no green. Recent works∗ show however that on 
the contrary many languages do not have separate terms to designate “blue” and “green”. In 
Berinmo for example green and blue are grouped under a GRUE category called nol. If colour 
composition characterizes the way we perceive colours, we must conclude that the Berinmo 
lack the linguistic tools to describe their phenomenology, while English speakers are better 
equipped. But there are also notable differences among English speakers which seem to 
undermine a phenomenalist view on colour composition. According to colour-naming studies, 
many English speakers consider green to be a combination of yellow and blue+, whereas 
brown is rarely considered to be a combination of yellow and black.  Those cases of course do 
not constitute a devastating objection to the phenomenalist view on colour composition, 
because the phenomenalist could claim for example that there are phenomenal differences 
among subjects or that observers can be wrong about their own experiences. However, I 
would like to show that there is a different approach to colour composition which is worth 
exploring because it has the advantage of explaining many of the difficulties and the 
controversies related to the question of colour composition and the selection of unitary hues. 

I have argued that there is no phenomenal evidence for colour composition or the 
distinction between unitary and binary colours. However, it appears undisputable that 
describing orange as a mixture of yellow and red is acceptable, while talking about a shade of 
red as being a mixture of purple and orange is not. As stressed by Broackes, the use of any 
alternative colour system appears impracticable: 

 
Is the choice of red, green, yellow, and blue as unitary and basic terms of 

classification an arbitrary one? Could we have done just as well, for example, 
with lime, purple, orange, and teal? 

Suppose we imagine a colour classification system based on those four. What 
would be involved? Some shade of orange would need to strike us as unitary and 
pure – containing no hint of red or yellow, or any other colour. Similarly, teal 
would have to seem free of any hint of blue or green. What we now see as unitary 
blue we would have to see as containing purple and teal. We would need to be 
able to understand instructions like this: “Take this yellow patch of light, cancel 
the orangeness in it with as much teal as it takes, until you are finally left with the 
pure lime that is its other component.” It is, I think, no mere accident of the 20th-
century American English that we find it hard to imagine using these four hues in 
the way described. We might write the specification of a language for talking of 
colour in this way, but is it a language we could learn to speak? [Broakes 1997: 
183] 

 
If there is no reason other than conventions to categorize colours, why does an alternative 

colour system appear to be wrong and even impossible? Is the apparent naturalness which 

                                                           
∗ Jameson 2005a; Roberson, Davies & Davidoff 2000; Kay & Regier 2003. 
+ One famous example is Brentano who defended the view that green is phenomenally composed of yellow and 

blue against his contemporaries. For a careful and critical presentation of Brentano’s arguments, see Schnetzer 
2005. 
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goes with our use of Hering’s colour system not evidence in favor of the view that Hering’s 
unitary colours are rooted in our colour experiences? 

Even though there is a strong tendency to assimilate the feeling of the “naturalness” of 
our colour system with the fact that it is rooted in experience or in our biological makeup, I 
would like to argue that internalized conventions can provide the same feeling. My claim is 
that the apparent appropriateness or naturalness of colour descriptions in terms of Hering’s 
unitary hues is not incompatible with a conventionalist approach to colour categorization.   

To illustrate this view, I will present an analogy with temperature perception. The 
analogy is designed to fulfil two purposes: it should make the thesis intuitively clear and it 
should also provide some support. Like temperature experiences colour experiences cannot be 
differentiated by their complexity. Like in the temperature case, the recognition of amounts of 
redness cannot and should not be explained by the assumption of the presence of redness as a 
phenomenal component in the perceived colour.  The temperature case will help to 
understand the view I propose about how particular colours are singled out and used as 
landmarks in colour identification. It will also clarify the role played by mixture in colour 
categorization and it will illustrate how arbitrary colour categories can be internalized. 
Furthermore the analogy will illustrate that we cannot conclude from our capacity to 
recognize a certain amount of redness and a certain amount of blueness in a particular colour 
that red and blue are somehow phenomenally ‘contained’ to a specific degree in the resulting 
colour.  

 
 

4. MIXING WATER AND MIXING COLOURS 
 
Imagine you are diving in a tropical sea. The water is clear and you can admire wonderful 

fishes and colourful coral reefs. Continuing your descent, you dive deeper. Slowly, light 
diminishes and the colours vanish until there is only darkness surrounding you. You’ve left 
the visible world. 

What are your perceptual experiences in the darkness of the abyss? We can suppose there 
is not much to be seen, heard, tasted or smelled. Your perceptual experiences are reduced to 
the awareness of your body and the perception of the water enwrapping you. Now, your skin 
is your only sense organ and the water the only external reality to be sensed. As poor as it can 
seem, your perceptual universe is not empty. Your perceptual experiences can vary according 
to the changes of the water’s temperature, current or viscosity.  

Suppose now that you want to order your different experiences according to the 
temperature of the water that you perceive. It would be quite natural, I suppose, to graphically 
represent their ordering using a straight line extending from the coldest to the hottest 
experiences. The ordering is apparently easy and straightforward. However, to order 
experiences of temperature one must be able to compare the experiences at issue and this 
comparison can be quite difficult according to the circumstances. Suppose for example you 
took a warm bath yesterday and wondered if it was the same temperature as the bath you took 
a week ago. How can you make this comparison? It seems quite difficult because your 
memory is not perfectly reliable and the absence of an external standard makes the 
comparison uncertain. Suppose now that the plumbing of your house is archaic and that the 
only way to have tepid water is to mix a certain quantity of cold water at a fixed temperature 
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C with a certain quantity of hot water at an invariable hot temperature H. Although not very 
convenient, this plumbing system provides an unexpected way to measure the temperature of 
the water in your house. With time and practice, you would know the relative proportions of 
hot and cold water needed to obtain water at a given temperature. In this manner comparing 
the temperature of the bath you took yesterday and the temperature of the bath you took last 
week could be performed through the comparison of the relative proportions of cold and hot 
water needed to obtain the temperature of both baths. 

Although the tepidity of your bath is the result of mixing hot and cold water of 
determinate temperatures C and H, the exact same temperature of your bath could be obtained 
by mixing water of different temperatures. The practical choice of choosing C and H as the 
external reference should therefore not hide the arbitrariness of the choice. Water temperature 
could in effect be measured in the same manner by using reference temperatures other than H 
and C. Despite the arbitrariness of the measurement method, one can, I believe, easily 
imagine that this method, if regularly used, could be internalized and become a second-nature 
for estimating the temperature of water.  Now, let’s leave the abyssal darkness and let’s 
surface to the world of colours.  

Experiences of colours, like experiences of temperatures, can be ordered. But the task 
seems much more complex. Unlike experiences of temperature, there is a multiplicity of 
similarity relations between each pair of colours. Two colours can resemble each other 
according to their lightness, saturation, hue, glossiness, fluorescence, etc. I will defend the 
view that the complexity of colour similarity relations explains why some colours are singled 
out as unitary colours. I will maintain in particular that the distinction between unitary and 
binary colours result from the way we refer and classify colours and colour experiences and 
that the way we refer to colours and order them is not constrained by the nature of colours or 
colour experiences only. Contrary to what has been widely assumed, the fact that orange is 
steadily said to be both reddish and yellowish in not rooted in the phenomenology of colour 
experience, but in the fact that a given shade of red and a given shade of yellow can be used 
as references to locate orange in the complex web of colour similarity relations. To 
understand better how some colours can be used as referential landmarks, I propose to return 
to the analogy of the bath given above.  

Suppose for example that the temperature of the bath has been obtained by filling the 
bathtub with 25% of hot water at a temperature H and 75% of cold water at a temperature C. 
It certainly makes sense to say that we could judge that the temperature of the bath 
corresponds to 25% of water at temperature H and 75% of water at temperature C, but it is 
very doubtful to say that, by touching the water of the bath, we experience the two quantities 
of water initially added to obtain the water of the bath. The tepid temperature of the bath T 
does not appear to be composed in any way. When I immerse my body in the water at T, I do 
not have a phenomenal access to the water at C and the water at H used to fill my bathtub. 
What I feel is simply the temperature T of the result of mixing some water at C with some 
water at H. Phenomenally, the temperature of the water of the bath does not appear more 
complex than the temperature of the water used to fill the bath initially. The felt temperature 
of the water of the bath and the felt temperature of the water used to fill the bath are different 
only in degree.   

My proposal is to describe colour composition in a similar way. Judging that a given 
orange patch is 25% red and 75% yellow is not determined by the phenomenal presence of 
any red and yellow component. An orange patch does not look in any way more complex than 
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a pure red patch or any other coloured patch. Like in the water example, red and yellow are 
not phenomenally given in the perceptual experience itself but can be used as references to 
describe actual experiences of orange. Yellow and red are not therefore contained in orange 
or in the experience of seeing an orange patch as suggested by the phenomenalist view of 
colour composition. They are stored in memory and used to locate colours, like orange, in the 
colour spectrum.  Referring to some arbitrary colours can greatly simplify the task of ordering 
colour experiences and identify colours. We can in effect discriminate around ten million 
different shades of colour, but we are almost unable to reidentify a particular colour shade.∗ 
Our inability to directly identify or reidentify colours among the tremendous richness of 
possible colour experiences can be partly overcome by comparing our colour experiences 
with some particular colours used as landmarks. This is the reason paint companies provide 
colour charts of various shades. The fact that those colours are externally accessible like in 
Pantone® colour charts for example or internally accessible like in memorized experiences of 
“pure” red, yellow, blue, green, black or white does not make any relevant metaphysical 
difference. Being able to identify and reidentify colours by comparing them with some 
particular colour used as references is certainly remarkable. However there is no good reason 
to consider those referential colours to be metaphysically or phenomenally different from the 
other colours. Their distinctiveness among the plethora of colours is essentially linked to the 
role they play in our cognitive access to colours and colour experiences. Like in the bath 
example, the fact that we can use water at temperature C and H to compare temperatures does 
not make the temperatures C and H ontologically, phenomenally or biologically different. 
Other colours could have been chosen to play the referential role played by yellow, blue, 
green, white and black in our colour system, but it does not imply that the choice is fully 
arbitrary. It could be the case that the colours chosen to play this role have some specificity.+ 
However, the fact that some characteristics could have guided the choice of those particular 
colours does not imply that no other colours could have played the cognitive role at issue. 

It is also important to notice that once a particular referential system has been established, 
it becomes so “natural” that any other referential system seems impracticable. Once again, 
imagine you’ve learned to estimate the water temperature in terms of the relative proportion 
of water at temperature C and water at temperature H. It would seem impossible for you to 
estimate the water temperature in using completely different referential temperatures. In the 
same way, to use any other referential colours to describe or identify colours can seem 
impossible.  

It appears that the example of the bath exhibits many resemblances with the way we use 
referential colours to identify and classify colours. However, we can question how far the 
analogy goes. In particular, we can wonder if colour “composition” could be derived from 
some physical mixture. Remember that in the example of the bath, mixing water at given 
temperatures allows the subject to build a temperature scale expressed in terms of the relative 
quantity of water at temperature C and H needed to obtain water at temperature T . In the 

                                                           
∗ Raffman 1995. 
+ Recent studies offer a new perspective on cross-cultural colour categorization and naming. Rather than founding 

universality of colour categorization on pan-human colour vision mechanisms, they argue that universality in 
colour categorization and naming emerges from cognitive universals and socio-cultural evolutionary 
processes. Jameson [2005c] argues for example that universality in colour categorization can be accounted 
from a purely pragmatic approach based on individual cognitive strategies (explaining, for example, how 
dichromat observers can communicate with the majority of trichromatic individuals) and social constraints 
aimed to optimize interpersonal communication. 
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colour case, one can wonder if some similar colour mixing can explain our ability to judge the 
relative proportion of “pure” yellow and “pure” red needed to obtain a given shade of orange. 
One can wonder in particular if the relative proportion of red and yellow identifying a 
particular shade of orange by a given observer can systematically be correlated to the relative 
proportion of a given yellow paint and red paint necessary to obtain this particular shade of 
orange. It should be noticed here that most objections against the assimilation of colour 
composition with physical colour mixture do not affect the present account. The fact, for 
example, that some particular shades of grey can be obtained by mixing red and green has 
been alleged∗  to refute accounts of colour composition in terms of colour physical mixing, 
because, unlike its physical composition, a given shade of colour, like grey, never looks to be 
composed of green and red. As discussed earlier, the present proposal denies that colour 
composition is phenomenal. It cannot therefore be affected by the claim that grey is 
phenomenally composed of black and white and not of red and green. According to the 
present account, we simply do not see whether some particular shade of grey is or is not 
composed of red and green, what we see is just a particular shade of grey.  

But why is grey described as being whitish and blackish and not reddish and greenish? If 
colour mixture plays a role in classifying colours, why is green and red not used to identify 
shades of grey? I have claimed that the choice of primary colours is not rooted only in colour 
phenomenology but that linguistic conventions and pragmatical constraints play a major role 
in the way we refer to colors. According to this analysis, the way a particular shade has been 
obtained by colour mixing is irrelevant to the way we refer and describe the colours we 
perceive. And if the present account is correct, the choice of red, yellow, blue and green is 
partly arbitrary and could be replaced by other colours, like for example, cyan, magenta, 
yellow and black.+  

However paint mixing can provide a method for comparing colours. Like with the 
example of the bath, variations of colours can be captured in an economical way by referring 
to the relative proportion of the ingredients entering a mixture. We learn to compare shades of 
orange by the way we combine red and yellow paints. We say that a shade of orange is more 
reddish than another, because we know that to obtain that particular shade by using red and 
yellow paint, we should add more red paint. It is however not necessary once we’ve learned 
this way of identifying colours, that the shade we perceive is actually obtained by the mixture 
of the colours used for its identification. As with the bath example, once we have learned how 
to estimate the temperature of a liquid by reference to a relative proportion of water at C and 
H, it is possible to use the same method to estimate the temperature of a liquid whatever its 
actual mixture is. If the present account is correct, the role of paint mixing is therefore 
restricted to setting up a comparison scale and learning how to use it.  

The unitary/binary distinction has raised various philosophical controversies. 
Philosophers and scientists have fought over the number of primary colours or the question 
whether green is unitary or binary.∗ If the present account is correct, all these controversies 

                                                           
∗ Cf Nida-Rümelin & Schnetzer 2004. 

+ The present proposal predicts that people working in the printing industry who daily use four inks - cyan, 
magenta, yellow and black to reproduce the whole colour spectrum, will be disposed to describe colours in 
terms of the relative proportion of those four inks. An interesting experiment would therefore be to determine 
if red, which can be obtained by mixing magenta and yellow inks, is “perceived” as a primary colour by 
printer and graphic designers. 

∗ Cf  Schnetzer 2005. 



Vivian Mizrahi 200 

miss the point, because the unitary/binary distinction does not concern colour 
phenomenology, nor colour ontology. The unitary/binary distinction is an epistemological 
tool built to identify and describe the variety of colours. As a tool, the only thing that matters 
is its effectiveness. As long as its efficiency is guaranteed, variations among subjects can be 
tolerated. If some people take green to be a unitary colour, whereas others consider green to 
be a binary colour, it’s probably because it does not affect their capacity to identify colours. 
Using a thermometer whether in Celsius or Fahrenheit can both help us to select the right 
temperature of our bath, provided we have some familiarity with the scale we use. 
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1. INTRODUCTION 
 
 
Image restoration has been a classical and significant topic of image processing, which 

refers to the techniques to reconstruct or recover an image from distortion (e.g. motion blur 
and noise) in different applications, such as satellite imaging, medical imaging, astronomical 
imaging, and family portraits. For motion blur, image deblurring techniques are used to 
estimate the actual blurring function and “undo” the blur to restore the original image. In 
cases where the image is corrupted by noise, image denoising methods are employed to 
compensate for the degradation the noise caused. In the past two decades, image denoising 
has been a fundamental and active research topic and widely used as a key step in a variety of 
image processing and computer vision applications, such as image segmentation, 
compression, object recognition, and tracking. This chapter focuses on image denoising, 
specifically for color image denoising and the application to color photo denoising. 

Color image denoising has been an active area with the fast progress of optical camera 
techniques in past decades. There are several major color spaces to represent color images 
and the most common one is the Red, Green and Blue (RGB) model. Other color systems 
include YIQ (luminance, hue and saturation) system (NTSC), YCbCr (luminance, blue minus 
luminance and red minus luminance) system, CMY and CMYK (cyan, magenta, yellow and 
black) systems, HSV (hue, saturation and value) and HSI (hue, saturation and intensity) 
systems [29]. The selection of a system is generally application-specific, e.g. RGB for 
education and presentation, NTSC for television, YCbCr for digital video, HSV for color 
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palette. Among these color spaces, HSI space has been well accepted for its favorable color 
description capability that is practical for human interpretation. 

As a specific application of color image denoising, color photo noise removal is an 
important subject due to extensive use of digital cameras in recent years. Color photo noise is 
introduced in the process of image acquisition, filtering, compression and reconstruction. In 
digital photography, a high ISO setting of a digital camera is usually used to increase light 
sensitivity in dark environments, but the resultant image contains more sensor noise than a 
low ISO image taken with the same exposure∗. The objective of our work is to denoise high 
ISO photos to achieve a low ISO photo quality without the use of expensive cameras or 
accessories. The motivation comes from the practical needs of digital camera users and 
manufacturers [30]. So far, most existing approaches are used to solve a general denoising 
problem (e.g. gray, color or multi-spectral images) based on an assumption of additive or 
multiplicative noise independent of signal and to the best of our knowledge, none of 
presented literatures focus on the unknown digital camera sensor noise in color photos. 

Since the pioneering work in regularization methods [1,2,3], scale-based analysis has 
played an increasingly important role in signal (image) processing. The idea is to represent an 
image in multi-scale, so that only important features are preserved and unwanted features 
(e.g. noise) are removed in low scales. This is based on the conclusion that convolving a 
signal with a Gaussian kernel is equivalent to evolving it with a heat differential operator 
where time is the scale [2]. Such methods have direct applications for feature extraction and 
image denoising. For example, given an image I: Ω ⊂ ℜ2→ℜm, the corresponding heat 
diffusion equation is:  

 

ξξηη IIII
t
I

t +=∇==
∂
∂ )(div , (1) 

 
where η and ξ refer to the normal and tangential directions respectively. For the denoising 
applications, this linear filtering approach corresponds to isotropic diffusion, which presents a 
major limitation: important details in an image also get smoothed away along with the noise. 
Therefore, a nonlinear filter or an anisotropic diffusion is needed to preserve those details 
from the smoothing process. Since the seminal model proposed by Perona and Malik [4] in 
the early 1990s, numerous literatures have been presented to recover the “true” image from 
noisy data through a nonlinear analysis, such as partial differential equation (PDE)-based 
anisotropic diffusions [5-10,33-40], variational approaches [11-23,32,43-48], robust statistics 
[24,25], as well as some transformation based approaches (e.g. wavelet [18,20], ridgelet and 
curvelet-based image denoising [26]), just to name a few. A complete review of current image 
denoising approaches can also be seen in several recent literatures [25,27,28]. 

This chapter presents a novel framework specifically for denoising color photos 
particularly those photos taken at a high ISO setting that resulted in noticeable sensor noise. 
Compared with existing literatures, there are two major contributions in the presented 
approach. The first is that the color photo denoising is conducted in the HSI space instead of 
the traditional RGB space, which is motivated by the fact that the HSI model has a better 
color description for human interpretation. Our algorithm is based on separating a color photo 
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into hue, saturation, and intensity components, and then processing each component with 
PDEs or diffusion flows. The intensity denoising is our main focus, which is implemented 
with a PDE that is a combination of a gradient vector flow (GVF)-based filter [31] and a 
fourth-order PDE filter [32]. This combined technique provides a robust and accurate 
denoising process, i.e., it preserves edges well and at the same time overcomes the staircase 
effect in smooth regions. The hue and saturation denoising are implemented by a weighted 
orientation diffusion and a modified curvature diffusion respectively. The second contribution 
is the algorithm performance assessment. In most existing literatures, synthetic noise (e.g. 
Gaussian, salt & pepper noise) has been used for algorithm performance evaluation. 
Furthermore, the denoising effect has been assessed mostly by human visual perception, few 
by the mean squared error (MSE) and the peak signal to noise ratio (PSNR). In contrast, the 
color photo noise produced by digital cameras is real sensor noise. In this chapter, the 
proposed algorithm is evaluated by comparing the denoised images with the ground truth. 
The ground truth and noisy images are produced by the same camera on the same scene with 
low and high ISO settings by maintaining the same exposure. Because ground truth images 
are available for those photos taken under a controlled environment, we could assess the 
performance of our proposed algorithm, several recognized methods, and commercial 
software using objective error measurements of MSE and PSNR, in addition to the commonly 
used subjective visual assessment. Both qualitative and quantitative validation shows that the 
proposed algorithm is more appropriate for color photo denoising than existing approaches. 

 
 

2. BACKGROUND  
 
 

2.1. Direct Partial Differential Equation-Based Anisotropic Diffusion 
 
One major category of image denoising approach is implemented via anisotropic 

diffusion flows, either implemented directly in the form of partial differential equations 
(PDE) [4-10,33-40], or derived from certain optimization problems using variational 
approaches [11-23,43-48]. For direct PDE-based approaches, a continuous sequence of 
smoother images It are generated by It = R(I), with R(I) representing a space-based image 
regularization term. For anisotropic diffusion, this term restricts the smoothing in two 
principles: 1) the magnitude of smoothing, e.g. less smoothing at image features; 2) the 
direction of smoothing, e.g. less smoothing in the directions across image features. A 
diffusion equation using a general form of R(I) can be formulated as 

 
It = R(I) = r(|∇I|)Iηη + s(|∇I|)Iξξ , (2) 
 

where r(⋅) and s(⋅) are gradient-based weighting functions (called “diffusivity” or “edge 
stopping” functions) to control the smoothing amount along the η-ξ directions.  

The well-known Perona-Malik (PM) equation is formulated as  
 

It = div(g(|∇I |∇I)) =(g(|∇I|)+|∇I | g′(|∇I|))Iηη + g(|∇I|)Iξξ , (3) 
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where g(⋅) is a decreasing function (e.g. 
2)||(1

1|)(|

PMK
I

Ig
∇

+
=∇  and KPM>0). Though with 

some deficiencies [35-38], e.g. high noise sensitivity, unstable numerical process, staircasing 
effects, and no stopping criteria, the PM equation has opened a new door for later works. 
Based on the PM equation, selective image smoothing [35,36] is used to smooth image along 
the image feature (e.g. gradient) direction with a stable numeric implementation. In [36-38], 
different weighting functions have been proposed to diffuse image along the η-ξ directions 
for an adaptive smoothing, i.e., stronger diffusion along the tangential direction than in the 
normal direction. Moreover, when the normal direction coefficient is negative, inverse or 
backward diffusion [37,39] can be generated to enhance image edges. Similarly, shock filters 
[8,40] have been proposed to enhance the edges by assigning a negative weight to the normal 
direction diffusion. Recently, more advanced diffusion systems have been presented, such as 
complex diffusion [5] to overcome staircasing effects, color/vector image diffusion 
framework [6] which is based on a novel notion, color gradient [42]. Besides the diffusion in 
the η-ξ directions, other directions have been used for a more accurate or specific image 
feature preservation in the smoothing process, such as the eigenvectors of Hessian matrix [9] 
or a diffusion structure tensor [10] that is constructed by the outer product of image gradients. 

 
 

2.2. Variational Approaches  
 
Variational approaches [11-23,43-48] are usually formulated as an optimization problem, 

with an energy functional to be minimized,  
 

∫Ω
Ω⎟

⎠
⎞

⎜
⎝
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0 )(
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|)(|)( λψ , (4) 

 
With calculus of variations, the corresponding diffusion PDE can be derived as: 
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div . (5) 

 
Numerous diffusion terms of ψ(|∇I|) have been presented in past years, such as the image 
total variation (TV) [12,13,32,43-46], hypersurface areas [14,15], Mumford-Shah functional 
and its variations [16,17,47,48], and orientation diffusion [11,41] for angle signals (e.g. hue, 
chromaticity). 

With the assumption that an image Ic is corrupted by additive noise N, TV-based methods 
are usually presented as a minimization of the image total variation with certain constraints, 
and the optimum produces the noise-free signal Ic. In [12], Rudin et al. formulates the 
denoising problem as a minimization of the image TV: 

∫Ω
∇= dxdyIIE ||)( , (6) 
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with a constraint that the mean of the input image I0 (I0=Ic+N) is the same as the noise free 
signal Ic, and the standard deviation of I0 is the same as the noise signal N. With the calculus 
of variations, the denoising process was implemented by a PDE as:  
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The first component corresponds to the level set evolution [49] with the local curvature 

( 3

22
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I
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∇

+−
=κ ) as the velocity. The second component is a data fidelity 

term to prevent the final result deviating far from the input image. This original TV model has 
shortcomings to preserve fine details like edges and textures. More general assumptions of 
the noise models (e.g. additive and multiplicative noise) and blurring process have been 
investigated in [45]. Later approaches with the similar idea to apply the curvature term in 
image denoising have been inspired, including the min/max curvature flow [7] and modified 
curvature flows [14,15]. In [14,15], an image is modeled/mapped as an embedding manifold 
(i.e., harmonic mapping) that flows (Beltrami flow) toward the minimal surface in a higher 
dimensional space, e.g. in the case of color images a 2D manifold in a 5D space. Based on the 
early works in [12,44,45], a discrete low pass TV filter has been implemented in [43], and 
color and texture applications can be seen in [13,46]. Particularly, to overcome the staircase 
effect, a dynamically changed weighting function has been created to combine the TV 
component with a higher (2nd) order functional [32], which reserves the good properties of 
both models and alleviates their difficulties, i.e., TV model is good at preserving image 
features (jumps and discontinuities) and the second-order functional is good at recovering the 
smooth regions. Another major category of variational approach is related to Mumford-Shah 
functional [51,52]. Since the proposition of the Mumford-Shah functional for image 
segmentation, many variations of the original functional have been proposed for image 
denoising [16,17,47,48]. For example, a single framework [16] combining Ambrosio-
Tortorelli functional [53] (an elliptic approximation of the Mumford-Shah functional) and the 
geodesic active contour model [54] is applied for both segmentation and denoising, and it is 
implemented by iterating two coupled PDEs. Similar work can be seen in [17,47,48], which 
all use coupled PDEs for several objectives, including curve evolution for image 
segmentation, diffusion for noise elimination and image magnification [17].   

 
 

2.3. Statistics-Based Anisotropic Diffusion 
 
The nonlinear techniques introduced above do not explicitly account for the noise 

statistics in the diffusion PDEs. Robust statistical techniques have been widely used in image 
processing and computer vision [55], and their early applications in image restoration can be 
seen in [56-58]. In [24,59,60], image noise statistics has been embedded into the diffusion 
PDEs for image denoising. The approach in [24] interprets the PM equation as a robust 
statistical estimation that is to minimize the image intensity difference of local neighborhood, 
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i.e., to estimate a piecewise constant image. New edge stopping functions based on 
Lorentzian error norm, Tukey’s biweight and Huber’s minmax estimator have been adopted 
to replace the traditional g(⋅) functions for a better edge preservation. A line process has also 
been included as a spatial coherence constraint to preserve edge continuity. In [59], Rabie 
improves the accuracy of the approach in [24] by using adaptive parameters in the edge 
stopping functions. In [60], the diffusion process is simulated as a Markov chain, with the 
intensity of each pixel being characterized by an evolving density from the initial state. 
Moreover, a bidirectional gradient-based weighting function is used to ensure that the final 
result resembles to the initial image, which performs as the data fidelity term used in many 
diffusion PDEs. Different from previous PDE-based iterative diffusions, a non-local mean 
algorithm [25] does not assume the strength or frequency of image noise (i.e., there are no g(⋅) 
functions to identify edges), and the denoising is based on image redundancies. In this 
algorithm, each image pixel intensity value is replaced by a weighted intensity summation of 
its neighbors that are determined by their context statistics of intensities and gradients. A 
novel noise measurement, method noise, is defined, and the algorithm performance has been 
validated with better results than several major approaches including Gaussian filter, PM 
equation, TV minimization, and neighborhood filtering. 

 
 

2.4. Color Image Denoising and HSI Space 
 
While most existing color image denoising methods are implemented in the RGB space, 

few exploit other color spaces, e.g. chromaticity and brightness (CB) space [11,21], HSV 
space [21-23]. These spaces are used because they are deemed to be closer to human visual 
perception. In these methods, chromaticity or hue denoising are usually the main focus. The 
models in [11,21-23] are extensions of the TV [12] and Beltrami flow [14] to CB and HSV 
spaces. Different from the general applications of these presented approaches, our approach is 
specifically developed for high ISO color photo denoising in the HSI color space for a better 
consistency with human visual perception. The components of the hue, saturation and 
intensity are processed by spatially varying weighted PDEs. 

Hue is an attribute to describe a pure color and saturation gives a measure of the degree 
to which a pure color is diluted by white light. Intensity represents the image brightness. 
Figure 1 illustrates the geometric relationship of the RGB space and the HSI space. For a 
color point in a circle (e.g. I=0.5 in Figure 1), its hue value is computed as the angle 
counterclockwise from the red axis. The saturation value of a point is the distance to the 
center intensity axis. Particularly, the conversion equations from RGB to HSI and vice versa 
are listed as following.  

Given a RGB image,  
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Given an HSI image,  
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Figure 1.  Relationship of the RGB and HSI spaces. 
 
 

2.5. Gradient Vector Flow Field 
 
The GVF field was first presented in the snake model for image segmentation [31], in 

which it was used as an external force field. The GVF field is computed as the diffusion of an 
image edge map (e.g. gradient magnitude map). For example, given an image edge map as 
f(x) = |∇(Gσ*I) |2, x∈ℜ2 and Gσ is a Gaussian smoothing filter, the GVF field v(x)=(u(x), 
v(x)) can be obtained as the solution minimizing the energy functional  
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( )∫Ω
Ω∇∇+∇= dffE 222 ||||||)( -vvv μ , (10) 

 
where μ is a regularization parameter. With a variational approach, the GVF field can be 
derived by solving the following diffusion equation:  

 
)(||)( 2 fft ∇−∇−∇= vvdivv μ , (11) 

 
with the initial condition v(x, t=0)=∇f [31] and v is considered as a function of time. The first 
component in the diffusion equation is a smoothing term and it produces a slowly varying 
field when there is no data (edge). The second component is a data term that ensures the GVF 
field close to ∇f at edges. In other words, the diffusion equation produces a vector field that is 
close to the gradient of the edge map at boundaries, and is slowly varying in smooth regions. 
A more general functional (Generalized GVF) [61] has been proposed with the parameters μ 
and |∇f|2 being replaced by weighting functions. 

Compared with the gradient field, the GVF field has a wider boundary capture range and 
is more robust to image noise and small boundary gaps. Figure 2(b) and (c) compares the 
gradient field and the GVF field of an artificial image in Figure 2(a), which illustrates that the 
GVF field outperforms the gradient field on the noise sensitivity and gap problems. With 
these favorable features, the GVF direction is selected in our diffusion algorithm, instead of 
the traditional η-ξ direction. Experiments show that it produces a more stable and accurate 
result than η-ξ based diffusions. A recent GVF-based image denoising approach [33] has 
been proposed to apply the GVF field to replace the high-order derivative terms in several 
popular frameworks, including the original PM equation, shock filters and the mean curvature 
flow.  

 

Figure 2. Comparison of image gradient and GVF. 

 
 

  
  

  
  
  (a) An artificial image (b) The gradient field of (a) (c) The GVF field of (a) 
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3. COLOR PHOTO DENOISING VIA HSI DIFFUSION  
 
 
The HSI color system is adopted in our algorithm because it represents colors similarly as 

how the human eye senses colors. Given a color photo, the first step is to convert the image 
from the RGB space to the HSI space. After the iterative diffusion process on the hue, 
saturation and intensity channels, the final result is obtained by converting the diffusion result 
back to the RGB space. 

 
 

3.1. Intensity Diffusion 
 
The intensity component (I) of a color image is the average of the red, green and blue 

values, which corresponds to the gray version of the color image. Thus it transfers the most 
important information for human visual “feeling” on the image. Following the original PM 
equation (Eq. (3)) and many subsequent approaches, the proposed intensity diffusion also 
adopts the divergence format. The common diffusion directions such as η-ξ direction have 
difficulty in robust noise removal and boundary gap closing, which is critical for edge 
identification and preservation in image denoising. To address this problem, we restrict the 
diffusion flow along the GVF direction: v(x) = (u(x), v(x))T, x∈ℜ2, which was initially 
proposed for image segmentation and more robust on noise and small boundary gaps. Note 
that our proposed method shares the same objective for more stable and accurate denoising 
performance as the GVF-based denoising method in [33], but uses a different framework 
more targeted for the color photo denoising.  

In order to restrict the diffusion along the GVF direction, we construct a diffusion tensor 
(D) similar to the coherence-enhancing diffusion in [10], which sets the diffusion directions 
along the eigenvectors of D by constructing it as the outer product of image gradients. In our 
algorithm, the tensor D is also built as a 2 × 2 matrix, with its two eigenvectors (p, q) parallel 
and perpendicular to the GVF direction (v), i.e., p || v and q ⊥ v. The two eigenvalues (f1 and 
f2) correspond to the g(⋅) functions to adaptively control the diffusions in the p and q 
directions. With the embedded GVF field, the diffusion has the advantage of more accurate 
noise removal and edge preservation than those along the η-ξ directions. However, it still 
suffers from the staircase effect due to the piecewise constant image modeling. To overcome 
this staircase effect, a fourth-order term in [32], is specifically added to the diffusion 
framework to overcome the staircase effect. This fourth-order term is derived from the 
minimization of a second-order functional, which models an image as a piecewise linear 
signal. More details and illustrations about this high order filter can be seen in [32]. Given 
these considerations, we define our proposed intensity diffusion formulation as follows: 

 
It = αIGVF + ηIH, (12) 

 
where IGVF is the GVF-based diffusion component, and IH represents the fourth-order term, 
α>0 and η>0.  

 
IGVF = div(D∇I) - h(I - I0), (13) 
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where f1 and f2 are the eigenvalues of the diffusion tensor D, h =1 - f1, and I0  is the initial 
intensity component. The fourth-order term is defined as: 
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where |U2I| = (Ixx

2 + Ixy
2 + Iyx

2 + Iyy
2)1/2. In Eq. (13), the first component is in divergence 

format with the tensor D to restrict the diffusion along the p-q directions. Here the GVF-
based diffusion tensor D is constructed as: 
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where u2 + v2 = 1 for a normalized GVF field. With some mathematical operations, we can 
derive: 

 
div(D∇I) = Trace (DH) + ∇ITdiv(D) (16) 
 
= Ixx(u2f1 + v2 f2) + 2Ixyuv(f1 – f2) + Iyy(u2f2 + v2 f1)  
+ Ix(uy v(f1 – f2) + uvy (f1 – f2) + uv(f1 y – f2 y)) + Ix(2uux f1 + u2f1 x + 2vvx f2 + v2f2 x)  
+ Iy(ux v(f1 – f2) + uvx (f1 – f2) + uv(f1 x – f2 x)) + Iy(2vvy f1 + v2f1 y + 2uuy f2 + u2f2 y),  
 

where H represents Hessian matrix. The second component in Eq. (13) is a data fidelity term 
for a convergent diffusion process. Similar to the Generalized GVF [61], a general weighting 
function (h = 1 - f1) is used to balance the diffusion term and the data term. In practice, there 
can be many choices for f1 and f2 [24,27] for anisotropic diffusion purpose. Different from 
previous approaches, we construct 
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which depend on both image intensity and gradient. The intensity-based term is computed as  
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where 255 ≥ LI ≥ 0 and ZI > 0 are constants to control the smoothing degree according to 
image brightness. Examples of this term with different ZI and LI are shown in Figure 3. It can 
be seen that this term inhibits diffusion at bright locations and enhances diffusion at dark 
locations, which is inspired by observations that color photos usually have smaller signal to 
noise ratio in dark regions. The gradient-based terms are given as 
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=∇τ , KI > 0. (19) 

 
Note this is only one possible empiric choice (from the g(⋅) function overview in [6,27]) for 
the adaptive smoothing purpose.  

 
 

  

Figure 3. Intensity-based coefficient of Eq. (18). 

 
 

3.2. Hue Diffusion 
 
The hue component (H) is an attribute to describe a pure color and is measured as an 

angle. As indicated by Perona [41], the direct application from intensity diffusion to angle-
valued quantities would cause ambiguity in the updating process due to the angle periodicity. 
Therefore, we implement the hue component denoising as an orientation diffusion. In [41], 
the orientation diffusion is defined as  

 
( )( ) )(),(),(sin 0

),(),(

θθβθθλθ −−−= ∑
∈ yxNbji

t yxji , (20) 

 
where λ > 0 is to control the diffusion strength. The first component is the diffusion term and 
Nb(x, y) is the 3 × 3 neighborhood of a point (x, y). The constant β > 0 is to balance the 
diffusion term and the data term (θ - θ0).  
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With a constant λ to adjust the diffusion strength, the original orientation diffusion 
equation (Eq. (20)) is an isotropic filter that cannot adaptively control the smoothing, i.e. 
edges cannot be preserved in diffusion. To solve this problem, we propose an anisotropic 
orientation diffusion for the hue denoising, with a spatially varying weighting function 
incorporated in the equation. 
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where 
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=  is the weighting function and K1 and K2 are 

positive constants (K1 ≥ 1 ≥ K2 > 0) to control the diffusion strength. Note that other forms 
can also be used for the same purpose, for example. 

( )2
21 )/)),(),((sin(exp),( KyxHjiHKjiw −−= . H0 is the initial hue component.  

Figure 4 compares the original orientation diffusion and the proposed weighted 
orientation diffusion performance on color edges. Figure 4(a) is an artificial hue image with 
constant values along the y direction and gradually changed values in the x direction (a slope 
to include all values), except an edge in the middle. Thus any horizontal cross section along 
the x direction yields a step type function in the middle. Figure 4(b) is the corresponding color 
image with the hue component from Figure 4(a) and a maximum value of 255 assigned to the 
saturation and intensity components. With the original orientation diffusion (Eq. (20), λ = 1, 
β = 0.03), the resultant image is shown in Figure 4(c) after 10 iterations. It can be seen that 
the center edge becomes blurry. Figure 4(d) is the result generated by the weighted 
orientation diffusion (Eq. (21), λ = 1, β = 0.03, K1 = 1, K2 = 0.01) with 20 iterations, and the 
color edge is preserved well. 

 

Figure 4. Weighted orientation diffusion. 

 
 

3.3. Saturation Diffusion 
 
The saturation component (S) gives a measure of the degree to which a pure color is 

diluted by white light and is represented as a distance map. The saturation diffusion here is 
based on a modified curvature flow [15]: 

 

(b) Artificial color image (c) Orientation diffusion [41] (d) Weighted orientation diffusion(a) Artificial hue image  
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ε > 0 and S0 represents the initial saturation component. This is a simple extension from the 
mean curvature flow by projecting the mean curvature flow to the normal direction and 
rescaling the intensity component I to kI. Basically this flow smoothes an image in the 
direction parallel to the edges. The positive constant k is used to amplify image edges, and the 
anisotropic diffusion becomes the isotropic heat equation when k = 0. The interested reader is 
referred to [15] for more details and illustrations of this modified curvature flow. 

 
 

4. EXPERIMENTS 
 
 
Two sets of color photos have been collected by a Canon 350D and 400D on the same 

indoor scenes with different ISO settings. The low and high ISO photos of one scene are used 
as the ground truth and the noise corrupted version. The photos are obtained with a carefully 
calibrated indoor setup to maintain the consistence of lighting between two photo captures. 
The photo scene contains only static objects to avoid any motion blur. Only shutter speed is 
adjusted to maintain the same exposure. Aperture is kept fixed to preserve the same depth of 
field in both low and high ISO photos. As introduced in Introduction, with the ground truth 
available, we can conduct a comprehensive performance comparison between our algorithm 
and 14 recognized approaches for different color spaces (CB [11,21], HSV [21,22] and RGB 
spaces [4,5,6,7,8,13,15,16,24,25]), and 2 commercial color photo denoising software 
(NoisewareTM [62] and PhotoshopTM), using both quantitative (PSNR and MSE) and 
qualitative (visual perception) measures. Here we present four approaches with the highest 
ranked performance from the quantitative comparison, i.e., the modified curvature flow [15], 
vector diffusion [6], non-local mean algorithm [25] and CB TV [13], as well as a photo 
denoising software (NoisewareTM). 

Figure 5(a) illustrates a low ISO photo (ISO=100, size=500×500)∗ as the ground truth. 
Figure 5(b) and 5(c) are the corresponding high ISO (ISO=1600) noisy photo and our GVF-
based approach denoising result. In order to clearly view the performance of the selected 
approaches on different image features (e.g. edge, smooth region, slope and texture), we only 
display four enlarged regions (see Figure 5(a)) in the high and low ISO photos (Figure 5(d) 
and 5(e)) and the denoising results. The results of Figure 5(f)-(k) are sorted by the optimal 
PSNR and MSE values for visual comparison. Due to the close PSNR (MSE) values, these 
results look similar on the whole. Though, as the error increases, it can be seen some small 
features are smoothed away from the truth (e.g. at the left region 4). To test more varied 
images, we repeated this comparison on other four image pairs. Figure 8 illustrates the 
quantitative comparison of our approach with others by sorting the mean PSNR and MSE 
values. With these error measures, the GVF-based approach outperforms the other approaches 
in average. 

                                                           
∗ The low and high ISO images were cut separately from big pictures (3456×2304 or 3888×2592) taken at the same 

scene with different ISO settings.    
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Figure 5. Denoising results sorted by the PSNR (MSE) values. 

 
In order to highlight the behavior of the GVF-based approach on different image features, 

we draw four lines (see Figure 5(a)) in the intensity components of denoising results and 
compare the values on these lines with the ground truth pixel by pixel. Figure 6 demonstrates 
the intensity errors along the lines. For a clear view, we only compare four images in Figure 
5(d), (f), (g) and (h) with the ground truth of Figure 5(e), instead of all the results in Figure 5. 
The results of NoisewareTM (Figure 5(g)) and CB TV (Figure 5(h)) are included in this 
comparison because they are quantitatively ranked the second and third best. It can be seen 
that the GVF-based diffusion in overall performs better than other approaches on the image 
feature preservation and noise removal, i.e., closer to the ground truth (the low ISO photo). 

 

(c) GVF-based approach result 

1 

2 

4 

3 

1 edge 2 smooth   4 slope  3 texture  

(b) High ISO photo of (a) 

(d) High ISO photo regions (HIGH) 
PSNR(db): 32.11; MSE: 40.01 

(e) Low ISO photo regions 

(f) GVF-based (GVF) 
PSNR(db): 34.77; MSE: 21.67 

(g) Noiseware (NOI) 
PSNR(db): 34.69; MSE: 22.1 

(h) CB TV (CBTV) [13] 
PSNR(db): 34.41; MSE: 23.55 

(i) Modified curvature (CUR) [15] 
PSNR(db): 34.4; MSE: 23.59 

(a) Low ISO photo  

(j) Non-Local (NON) [25] 
PSNR(db): 34.11; MSE: 25.26 

(k) Vector diffusion (VEC) [6] 
PSNR(db): 33.91; MSE: 26.44 
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Figure 6. Denoising results line intensity comparison. 

 

Figure 7. Denoising results sorted by the PSNR (MSE) values. 

  

  

Line2Line1 

Line4 
Line3 

(c) GVF-based approach result 

(e) Low ISO photo regions 

(f) GVF. PSNR(db): 34.86; MSE: 21.23 (g) NOI. PSNR(db): 34.27; MSE: 24.31 

(h) CUR. PSNR(db): 34.16; MSE: 24.92 (i) NON. PSNR(db): 33.95; MSE: 26.2 

(j) VEC. PSNR(db): 33.81; MSE: 27.06 (k) CBTV. PSNR(db): 33.7; MSE: 27.71 

(b) High ISO photo of (a) (a) Low ISO photo  

(d) High ISO photo regions (HIGH) 
PSNR(db): 31.94; MSE: 41.59 
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Another example is shown in Figure 7. The GVF-based diffusion outperforms all other 

approaches with the MSE and PSNR measures. Besides the quantitative error measures, an 
interesting visual effect can be observed in this example. There is a small concave part in the 
center of the bottom rectangle, which has been smoothed away in the results shown in Figure 
7 except the GVF-based algorithm result in Figure 7(f). This visual observation again shows 
that the GVF-based diffusion can preserve image details better than other approaches. 

 

Figure 8. Denoising results sorted by the PSNR (MSE) values. 

 
We repeat this comparison on other three sets of photos of different scenes and ISO 

settings. One more example is shown in Figure 8 with the results are sorted by the optimal 
PSNR and MSE values, in which our approach outperforms others in both quantitative and 
qualitative error measures. As shown in the enlarged regions, some fine details can be 
preserved only by the GVF-based approach and NoisewareTM, while other approaches smooth 
them away (e.g. the weak lines/edges in the regions). The mean and standard deviation of the 
PSNR and MSE are computed on these five sets (including Figure 5 and Figure 7-8 results). 
Figure 9 shows the chart sorting the mean values of the PSNR, with the high ISO values 
listed as a reference. The corresponding MSE bars are also shown in Figure 9. The numbers 

  

  

  

  

(g) CUR. PSNR(db): 69.45; MSE: 29.71 

1 

2 

4 
3 

(a) Low ISO photo  (b) High ISO photo of (a) (c) GVF-based approach result 

(e) Low ISO 

(i) VEC. PSNR(db) 71.52; MSE 29.59 

(k) NOI. PSNR(db): 77.25; MSE: 29.25 

(d) HIGH ISO. PSNR(db): 97.26; MSE: 28.25   

(f) GVF. PSNR(db): 63.27; MSE: 30.12  

(h) NON. PSNR(db): 71.04; MSE: 29.62 

(j) CBTV. PSNR(db): 72.24; MSE: 29.54 
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above the bars are the corresponding mean values of the PSNR and MSE. The standard 
deviation values are marked as the vertical lines on the bars. It can be seen the proposed 
approach outperforms other methods with the quantitative measures in average. 

 
 

 
 

 

Figure 9. Error chart sorted by the average of PSNR (MSE). 

 
In our experiments, the algorithm parameters were fine-tuned for the “best”∗ results by a 

multi-scale coarse-to-fine scheme. Specifically, the data fidelity terms in the HSI diffusion 
equations (Eqs. (12), (21) and (22)) guarantee a convergent diffusion process. With all 
parameters being fixed except the iteration number, an example of the MSE convergence is 
shown in Figure 10(a), from which it can be seen that the diffusion process converges after 
about 1000 iterations. For the HSI diffusion algorithm, the iteration number was selected as 
2000 for the optima. The GVF parameters are also fixed in our experiments with μ=0.2 and 
an iteration number 80 to compute the GVF fields for all images. Given a high ISO photo, the 
initial parameter settings are obtained by manually selecting the parameters, based on 
experience, and iterating the process until a quantitatively acceptable result was obtained (e.g. 
with the improved MSE and PSNR measures). Then we adjust the initial value for each 
parameter by both increasing and decreasing it until the result error measures become worse 
(e.g. an increase of the MSE), and the turning point is considered as the approximate 
optimum§. The steps to determine the approximate optimum proceed in a multi-scale fashion. 
For each parameter, we start with a coarse resolution consisting of large “jump” between step 
values to determine the approximate optimum, while other parameters are fixed with their 
initial or optimal values. Based on the approximate optimum, a variation range is selected for 

                                                           
∗ The parameter tuning was implemented in a semi-automatic way, i.e., a variation range for each parameter was 

manually selected at first, then a multi-scale searching scheme with different step values was applied to locate the 
optimum, or suboptimum results. The true optimum is determined by several factors, including the parameter 
resolution and dependency on each other. In our experiments, we record the intermediate results every 10 
iterations in the diffusion process, and the step values (resolution) to update each parameter is changed 
dynamically as described in Footnote 5. Moreover, we assume that parameters are independent with each other, as 
described later in this paragraph. 

§ In fact only one turning point will be located in either increasing or decreasing direction due to the convergent 
process, i.e., the parameter curves are all unimodal, see Figure 10(b). 

Error sorted by PSNR (MSE) 

HIGH      GVF        NOI         CUR        CBTV      NON       VEC 
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that parameter by using the approximate value as the range middle and its double+ as the 
range radius. Finally a higher resolution with smaller step values is used in the variation range 
to locate the optimal parameter value±. This process is repeated for the other parameters with 
the assumption that the parameters are independent, thus the order in choosing parameters 
does not matter. Intuitively, if the parameters were dependent on each other then the diffusion 
process would not converge or provide accurate results. However, in practice this is not the 
case and the treatment of the parameters as independent variables provides accurate results. If 
needed, the above fine-tuning process can be repeated for finer resolution. An example of this 
unimodal parameter curve is shown in Figure 10(b), in which three step scales were used to 
locate the optimal k in Eq. (22). Similarly, this parameter tuning process is applied for other 
methods in our comparison except the non-local mean algorithm, whose parameters are not 
independent to each other, i.e., parameter curves are not unimodal. A brute force searching 
has been employed to identify the best size of the searching (learning) window and the 
comparison window∗. 

 

 
 (a) Convergence example by the MSE (b) Unimodal curve in multi-scale parameter tuning  

Figure 10. Examples of convergence and multi-scale parameter tuning.  

 
 

5. CONCLUSIONS 
 
 
We present a novel model for color photo denoising in this chapter. The objective is to 

remove high ISO photo noise to obtain a low ISO photo quality. Unlike previous approaches, 
the proposed denoising process proceeds as a PDE-based diffusion framework that is 

                                                           
+ The range radius can be adjusted for different parameters, e.g. double for α and triple for β. In fact, this radius is 

related to the coarse steps, i.e., the larger (coarser) the step value, the larger the radius. Meanwhile, if the optima 
is located at the boundary of the range, the whole range should be shifted toward that boundary direction, with the 
previous range boundary as the new range boundary on the other side, i.e., previous left boundary becomes 
current range’s right boundary. 

± In fact, the process to determine the parameter range is not sensitive to the step values due to the convergence of 
the diffusion process. 

∗ For computational efficiency, we restrict the window radiuses within 1 to 10 (sizes from 3×3 to 21×21), i.e., for 
each searching window radius from 1 to 10, we repeat the denoising by changing the comparison window radius 
from 1 to 10. 
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conducted in the HSI color space. The hue denoising is implemented with a new weighted 
orientation diffusion that preserves color edge better than previous orientation diffusion. A 
modified curvature flow is applied in the saturation denoising. The intensity diffusion is our 
major contribution in this framework, which combines a GVF-based component and a fourth-
order filter in one PDE. This combination employs the favorable features of both the GVF 
and the fourth-order term to implement a robust and accurate denoising process, and to 
overcome the staircase effect in smooth regions. The performance of the proposed algorithm 
has been assessed quantitatively and qualitatively in the experimental comparison with other 
recognized approaches and commercial software. The results indicate that the proposed 
approach accomplishes our goal and is competitive with the current state of the art. 
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Psychology is a discipline that prides itself on being an empirical science.  As such, 

rigorous statistical and methodological controls must be used to ensure the validity of every 
result.  Ostensibly, each submission for publication is peer reviewed, and needs to be 
replicated by other scientists in other locations to confirm or disconfirm the results.  This is 
how a scientific discipline must operate if it wishes to produce meaningful, accurate results.  
When a discipline strays from these procedures, it leaves itself open to criticism and more 
importantly, to the possibility of inaccurate or misleading conclusions.  All research needs to 
ascribe to these standards, regardless of how time consuming, inefficient, or difficult they 
may be. 

One area of research that has failed to live up to these standards is the study of color and 
psychological functioning.  The aesthetic property of color may at first consideration make it 
seem like a trivial topic for study, but recent research (Elliot, Maier, Moller, Friedman, & 
Meinhardt, 2007) indicates exactly the opposite.  Color has been shown to influence affect, 
cognition, and behavior (Elliot, Maier, Binser, Friedman, & Pekrun, 2009; Elliot et al., 2007; 
Lichtenfeld, Maier, Elliot, & Pekrun, In Press; Maier, Elliot, & Lichtenfeld, 2008).  The 
degree and type of influence has varied from study to study, some more psychologically 
consequential (e.g. color and performance: Elliot et al., 2007) than others (e.g. shoe color 
preference: Trinkaus, 1991).  None of these results, however, can be considered valid if they 
fail to live up the methodological rigors of science.  

An in depth examination of the color research of the past and present makes it clear that 
most of the work fails to meet scientific standards (Fehrman & Fehrman, 2004).  Too many 
studies have failed to take into account the three basic properties of color.  Others have failed 
to consider the unconscious associations people have with color that could act as possible 
confounds.  Stated differently, color used in an experiment may affect the experiment’s 
dependent variable in unwanted and unaccounted for ways.  In either case, it is impossible to 
draw meaningful conclusions from these studies, as their results could be due to any number 
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of variables.  This is the primary argument that will be made throughout this chapter.  The 
aim is not to criticize or demean the existing research or researchers.  Rather, it is hoped that 
this analysis will lead to more systematic, scientifically valid empirical work on color 
psychology. By learning about and avoiding the mistakes documented below, researchers will 
be able to meaningfully add to the growing body of work in on color psychology.  

Before a critical analysis can be conducted of past research, it is necessary to briefly 
review the physical characteristics of both color and the mechanisms by which people 
perceive color (for a more in-depth overview see: Levine, 2000).  Color is part of a small 
band of electromagnetic radiation that the human eye is able to perceive.  The wavelength of 
visible light ranges from about 400 to 700 nanometers; it is within this small range of the 
electromagnetic spectrum that humans perceive the world with their eyes.  Color theorists 
define color using three components that explain where it falls along this spectrum: hue, 
chroma (or saturation), and lightness (or brightness). 

Hue is the property of color most commonly considered in everyday life (Fehrman et al., 
2004).  The color terms we use every day -- red, orange, yellow, green, blue, indigo, and 
violet -- are all descriptions of hue.  When a person exclaims that an apple is red, she is 
remarking primarily about the apple’s hue.  Black, white, and gray are not considered from 
this standpoint.  Instead, each are merely neutrals as they lack the defining characteristic of 
color, hue. 

Lightness, as its name suggests, is how much light is present in a given color (Fehrman et 
al., 2004).  It describes the subjective brightness of a given color.  Some color models refer to 
this as a color’s value (see: Munsell, 1905).  Finally, a color is defined by its saturation or 
chroma (Fehrman et al., 2004).  When referring to saturation, a color’s fullness or vividness is 
being described.  A more parsimonious way to think about chroma is to consider how much 
white or black has been mixed in with the color.  A light pink would have low chroma, for 
instance, while a deep crimson would have high chroma. 

 The importance of these three characteristics of color cannot be overstated; they lead to a 
precise definition of what color is being utilized.  It is not sufficient to merely report that red 
and green, for example, were used in an experiment, as such terms could indicate a wide 
range of different colors.  Is it a light red that is low in saturation or is it a deeper, darker red?  
Does the green have any yellow or blue mixed in or is it a “pure” green?  Each of the three 
characteristics of color has a profound impact on what is observed in any given experiment. 

Failing to consider the three properties of color not only leaves the research open to 
confounds, but, ultimately, there is no way for other researchers to reliably replicate the work.  
If one experiment used a dark, deeply saturated red and another, attempting to replicate the 
results of the first, using a light, unsaturated red, any effects due to lightness or chroma in the 
first study will not be present and could lead to a failure to replicate.   

It is also important that colors within experiments be controlled when two or more colors 
are used simultaneously.  While hue will obviously differ, the lightness and chroma of the 
colors need to be matched.  This is a critical point that must not be overlooked.  Without 
ensuring that the only difference between colors is their hue, the value of any results obtained 
will be diminished by the inability to distinguish the ultimate cause of the effect.  Are the 
results due to hue differences, or is it differences in lightness or chroma that produce the 
results?  This question cannot be answered if strict control is not maintained over the colors 
used. 



Color in Psychological Research 227

Additionally, three potentially unanticipated factors come into play when color is used as 
an independent variable in research: 1) Combinations of colors may be perceived differently 
than each color would be observed in isolation (e.g. Kjelldahl & Schenkman, 2007). Yellow 
may look different when presented in the context of blue and red, for example. 2) The 
lighting of a space has a tremendous impact on how the colors are perceived (Hunt, 1991).  A 
red in natural daylight will appear quite different than a red under fluorescent light; and 3) 
Any experiment with color must take into account possible color associations participants 
bring with them into the lab (Kaya & Epps, 2004).  As will be seen, color associations are as 
diverse as they are many and vary from culture to culture (e.g. Hupka, Zaleski, Otto, Reidl, & 
Tarabrina, 1997).  It is important to consider the effect of these associations when interpreting 
results.   

Before examining the shortcomings of previous research, brief mention should be made 
of the various color models currently in use.  Some research (mostly in the physiology and 
perception areas) has already implemented the color controls mentioned above.  One such 
method is the Munsell color model (Munsell, 1905).  This model assigns notations to every 
color based on lightness, chroma, and hue.  In this way, researchers using the Munsell Model 
make use of a color’s previously defined properties which are documented in the Munsell 
Book of Color (Munsell, 1905).  A brief literature search reveals its position as the prevalent 
color model in use today in research on color physiology and color perception (e.g. Choo & 
Kim, 2003; Franklin & Davies, 2004; Indow, 1999; Kaya & Crosby, 2006; Lindsey & Brown, 
2002; Perez-Carpinell, Camps, Trottini, & Perez-Baylach, 2006; Rodrigues & Murre, 2007).  
Alternatives to the Munsell model include the LCH color system described above (Wyszecki 
& Stiles, 2000) as well as the Lab color space (Wyszecki et al., 2000).  The latter two color 
systems were both developed by the International Commission on Illumination (CIE). 

The preceding discussion has highlighted the complexity of color and outlined the 
characteristics that must be considered when conducting research involving color.  Several 
studies will now be evaluated to demonstrate the shortcomings of prior psychologically-based 
research on color. The purpose of this review is not to simply reject the results of each study.  
Instead, the aim is to use past research to provide clear examples of how the principles 
detailed above can be used to improve research on color psychology.   

One of the most studied issues in the color psychology literature is people’s color 
preferences (e.g. Coad & Coad, 2008; Dittmar, 2001; Ellis & Ficek, 2001; Eysenck, 1941; 
Guilford & Smith, 1959; Ou, Luo, Woodcock, & Wright, 2004; Rosenbloom, 2006; Wijk, 
Berg, Sivik, & Steen, 1999).  The aim of investigating color preference varies across 
researchers.  Some are interested in how color preferences indicate or influence personality 
(Lange & Rentfrow, 2007) while others seek to understand how people with 
psychopathologies differ in their color preferences from those without psychopathology 
(Strenski, Payson, Muzekari, & Bohr, 1970).  Still others are interested in making a profit 
using color preference information, such as marketers (Singh, 2006) and advertisers (Lichtle, 
2007).  Color preferences have also been studied across age groups (Terwogt & Hoeksma, 
2001; Zentner, 2001) and across cultures (Garth & Collado, 1929; Saito, 1996).   

Unfortunately, most of the early research in this area, and most contemporary research as 
well, used methods that fail to yield conclusive results.  For instance, in an early color 
preference study by Washburn (1911), the researcher states that different “tints” (presumably 
lightness values) and saturations were used.  However, no mention was made of how tinted or 
saturated each color was.  The researcher can be commended for his efforts to consider the 
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multiple properties of color, but ultimately, without knowing the degree of tint or saturation, 
his results are inconclusive.  Of course this criticism must be tempered by the fact that the 
technology available to researchers in the early 1910’s was far more primitive than what is 
available today.  Nevertheless, Washburn’s (1911) attempts at color control are admirable, 
but they do not meet the standards for well-controlled empirical color research. 

This same criticism can be directed toward all color research conducted prior to 
standardized color systems and spectrophotometry.  Ideally, color research prior to these 
inventions would have used whatever methods available at the time to control color 
properties.  There are examples of researchers taking this important step.  Pressey (1921), for 
example, used an episcotister and light bulbs of equal intensity to equate brightness.  
Luckiesh (1916) used Wundt papers to standardize the colors used, and thus allowed for 
further tests to be conducted with the same materials.   

The use of standardized papers from a manufacturer was a common method for 
controlling lightness and chroma prior to the development of spectrophotometry (e.g. Garth et 
al., 1929; Eysenck, 1941) and is still used today (e.g. Bellizzi & Hite, 1992).  Conducting 
research with manufactured papers that ostensibly have the same lightness, chroma, and hue 
values is a step in the right direction, but it is not sufficient.  A mistake, however minor, in the 
manufacturing process may result in inaccurate color values; what is claimed by the 
manufacturer may not reflect the actual characteristics of the paper.  In the past, when the 
sophisticated technology that is available today had yet to be invented, the use of such papers 
may have been necessary, and in fact probably led to the most empirically sound research of 
the time. Their use today, however, is not advised due to potential irregularities.  Researchers 
have available to them the methods that render reliance on papers unnecessary. Far more 
precise color control can be obtained using a spectrophotometer to determine the exact 
lightness and chroma values of any color at the spectral level.  Manufactured papers, if used 
in experiments today, must be examined with spectrophotometry equipment, or the 
equivalent, to ensure that they indeed represent what they claim to represent. We will return 
to this issue toward the end of the chapter. 

Terwogt  and colleagues (2001) conducted a study of color preferences and failed to use 
any color controls; not even manufactured papers were used.  This is particularly surprising 
considering that they cited several articles that explicated many of the same concerns being 
discussed here (e.g. Norman & Scott, 1952).  Several other recent studies suffer from similar 
methodological shortcomings.  An examination of the research on color preferences 
conducted in the last 15 years demonstrates how little control over the various properties of 
color has been attended to (e.g. Boyatzis & Varghese, 1994; Hemphill, 1996).  Research on 
non-human animals is not immune from these deficiencies (Wells, McDonald, & Ringland, 
2008). 

Color preference is an interesting aspect of psychological study. In addition to work on 
color preferences per se, researchers have examined the link between color associations and 
affect (e.g., Wexner, 1954), personality (e.g., Schaie, 1963), and attention (e.g., Noiwan & 
Norcio, 2006). Researchers have attempted to discern which colors are “energizing” and 
which are “calming” (Stone & English, 1998).  Colors have been found to be “hot” and 
“cold” (Taft, 1997), “heavy” and “light” (Lee & Lee, 2006), “happy” and “sad” (Hemphill, 
1996). Unfortunately, most of these studies have the same methodological flaws as the color 
preference studies.  Instead of using colors that have been carefully equated for lightness and 
chroma, researchers seem to have relied on their individual perceptions to pick colors for their 
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study.  A study by Weller and Livingston (1988) may be used in representative fashion. In 
this study, participants were presented with questionnaires on pink, blue, or white paper after 
reading a vignette about a crime.  They were asked to indicate their thoughts about the crime, 
the judgment (guilty or not guilty), and their thoughts about the defendant.  It was found that 
the pink questionnaires produced less emotionality than the blue or white questionnaires.  
Were the results due to differences in hue or did the brightness or saturation of the pink (or 
blue) produce the differences? Without knowing the specific properties of the colors used, it 
is impossible to know; clear results will depend on a replication with color carefully 
controlled.  (An interesting aside is that the authors of this study mentioned that the 
brightness contrast between the ink and the paper was not the same for the blue paper as for 
the pink and white papers, pointing to an additional, idiosyncratic, confound). 

Color and personality is another area that has been extensively studied with little concern 
for appropriate color controls.  The care and fastidiousness with which personality researchers 
approach various aspects of personality structure and process has not generalized to their use 
of color.  For instance, the Color Pyramid Test (e.g. Schaie, 1963) is a non-verbal test of 
personality that asks participants to arrange colored squares to make both “pretty” and “ugly” 
pyramids.  The analysis of the composition of these pyramids, which is based exclusively on 
hue, is presumed to reveal the respondent’s personality.  However, none of the colors used in 
the Color Pyramid Test have had their lightness or chroma measured.  Thus, choices 
perceived to be made with regard to hue, may actually be made with regard to lightness, 
saturation, or an interaction of color properties. Another personality test using unstandardized 
colors is the Lüscher Color Test (Luscher, 1969). Respondents chose colors ranging from 
most favorite to least favorite and a respondent’s choices are said to reflect his or her 
personality.  Again, all analyses are made based on uncontrolled hues, and no consideration is 
given to the other properties of color. 

These color-based personality trait tests are not widely used by researchers and clinicians 
today and their validity is strongly doubted (Fernando, Cernovsky, & Harricharan, 1992; 
Picco & Dzindolet, 1994), but their popularity remains high among the general public. It is 
common to hear people “diagnose” their or their friend’s personality based on their favorite 
color.  The internet is also filled with personality tests based on color (Fuentes). 

Researchers have also been interested in how color is able to influence or alter emotional 
states in work and retail environments.  It has long been claimed that red is an exciting color 
while blue is calming in such settings (see: Fehrman et al., 2004). What have researchers 
found?  Yildirim, Akalin-Baskaya, & Hidayetoglu (2007) found that violet interiors were 
preferred to yellow in a restaurant setting.  Kuller, Mikellides, & Janssens (2009) found that 
when employees subjectively rated the “colorfulness” of their work environments, those in 
the most colorful work spaces reported the highest degree of emotionality (e.g., happiness).  
Bellizzi and colleagues (1992) found that blue retail environments produce more positive 
customer feelings than red retail environments.  Bellizzi, Crowley, and Hasty (1983) report 
that “warm” (long wavelength) colors draw people in closer, but  are seen as less pleasant 
than “cool” (short wavelength) colors. None of these studies has used proper procedures to 
control for non-hue properties of color. Nevertheless, in the past decade the retailing industry 
has become very interested in the effects color can have on shopping behavior.  Entire articles 
have been devoted to reviewing how to use color most effectively (e.g. Singh, 2006), and an 
issue of the Journal of Business Research has concentrated on the aesthetics used in retailing, 
including to a large extent, the use of color (August 2000). 
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Another area of research that has received attention is that on the effect of color on 
performance, on both strength-based and intellectual tasks. Hill and Barton (2005) recently 
demonstrated that Olympic competitors wearing red did better than those wearing blue. 
O'Connell, Harper, and McAndrew (1985) measured the impact color has on grip strength and 
found that looking at a red wall increased grip force (see also Green, et al., 1982). The effect 
of color has also been examined in the virtual world; Ilie, Ioan, Zagrean, and Moldovan 
(2008) replicated the results of Hill and colleagues (2005) using a virtual reality computer 
game. Another study (Wolfson & Case, 2000) found that a red background in a computer 
game decreased performance after multiple trials and a blue background in the same game 
resulted in increasing heart rates as the sessions continued. Sinclair, Soldat, and Mark (1998) 
found that participants did worse on classroom tests printed on red than blue paper (see also 
James & Domingos, 1953). Again, none of these studies controlled for lightness and 
saturation in examining hue effects. This is understandable in field research (e.g., Hill et al., 
2005), but is less so in experimental work in the lab. Research that has examined color in a 
controlled manner has repeatedly demonstrated that red undermines intellectual performance 
(Elliot et al., 2007; 2009; Lichtenfeld et al., 2009), and has additionally shown that this is due 
to red evoking concern about the danger of failure that, in turn, undermines performance 
(Maier et al., 2008). 

If, as this more controlled work suggests, red undermines intellectual performance, the 
use of color in experiments designed to examine other issues raises important questions. 
Indeed, almost any study that uses red in an achievement context as a marker or cue suffers 
from this confound.  In one study (Trommershauser, Maloney, & Landy, 2003) participants 
were asked to touch a green part of a computer screen as quickly as possible while also 
avoiding a nearby red region in order to earn as much money as possible. The effects of hue 
were not being investigated here; hue was only used as an instructional marker for 
participants. Given the inimical effect of red shown in controlled experiments (e.g., Elliot et 
al., 2007), this seems problematic. The performance of participants was likely affected by the 
red color per se, as well as by the focal manipulation of the researchers. Furthermore, it is 
possible that green carries psychological meaning (it has been used to prime money; Mandel 
& Johnson, 2002), and could influence behavior in unintended ways as well. Unfortunately, 
the use of green to stand for gain/success and red to stand for loss/failure is not unique to this 
study.  This same confound can be found in lottery studies (e.g., Rothermund, Wentura, & 
Bak, 2001), studies using the IAT (e.g., Dijksterhuis & Smith, 2002), go/no go tasks (e.g., 
Swainson, et al., 2003; Mostofsky, et al., 2003), group membership studies (e.g., 
Vanbeselaere, 1996), and research on the mechanisms of stereotyping (e.g., Bigler, 1995).  

This unintentional color confounding is also important to consider in studies using a 
Stroop paradigm (Stroop, 1935).  The quantity of studies using the Stroop task is very high, 
and it is vital that the mechanisms operative in the task are clearly understood and taken into 
consideration when interpreting results. The Stroop task is essentially an achievement 
oriented task in that it requires participants to state the correct word as quickly as possible. As 
such, it is likely that seeing red during this task will evoke failure associations (see Moller, 
Elliot, & Maier, In Press) that may disrupt concentration and influence responding throughout 
the task. 

Two studies may be considered as illustrative representatives of the wider body of 
literature using the Stroop paradigm.  The first study used the Stroop task to determine how 
the co-morbidity of depression and anxiety influences attentional bias (Grant & Beck, 2006). 
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Words like despair, defeated, and pathetic were presented in a variety of colors, one of which 
was red. Given the documented link between red and failure (Moeller et al., 2009), red likely 
influenced responses to these achievement-relevant words, unbeknown to the investigator. A 
second study utilized the Stroop task in investigating attentional bias for smoking-related and 
affective words in smokers (Drobes, Elibero, & Evans, 2006).  The word “failure” was used 
as a target word in the study, as was the color red. Again, given the red-failure link, this 
color-word association undoubtedly influenced participants’ responses with unknown effects 
on the final results obtained. 

It is encouraging to note that some researchers, particularly in the sensation and 
perception area, have realized and attended to the importance of strict color measurement.  
Almost all of the recent work submitted to Color Research and Application, for instance, has 
included quite strict color controls (e.g., Küller et al., 2008).  This rigor, however, remains 
absent even in research published in such premier journals as Science. For example, Mehta 
and Zhu (2009) recently published a paper showing that red increases performance on low-
level, detail oriented tasks and that blue increase creativity.  These results have been widely 
disseminated in the public arena, and are likely accepted as fact by most who hear that the 
work was published in Science. Unfortunately, this work did not include proper procedures 
for equating hues on lightness and chroma. This is not to say that the results are necessarily 
incorrect (see Maier et al., 2008, for similar predictions), but it remains unclear, at present, 
whether the findings are indeed due to variations in hue rather than other properties of color.   

Now that the deficiencies in much extant research on color and psychological functioning 
have been reviewed, we turn our attention to how to address the challenges presented by color 
research. A straightforward and effective way to control for color properties is to use a device 
known as a spectrophotometer.  This device is able to provide precise information on 
lightness, chroma, and hue using data at the spectral level. Using a spectrophotometer, each 
and every color used in an experiment can be individually tested and verified (see: Lee & 
Honson, 2003). This is true regardless of whether the color is printed on paper or displayed 
on a computer monitor. Operating the spectrophotometer is not difficult, but it does require 
some investment of time to learn the proper procedures. In addition to being rather 
straightforward to use, specrophotometers are able to produce output in several different color 
spaces.  Switching from an lcH color space to another CIE color space presents no problems 
for the researcher, and can be very helpful in comparing colors used in various published 
articles. 

It should be noted that as in all research, putting method into practice is more difficult 
than might appear on the surface. While it is indeed easy to obtain spectral data on color 
stimuli, it is more difficult to ensure that the hues used in an experiment have the same 
lightness and saturation (or, more generally stated, that only one property of color varied at a 
time). A small change in the paper on which the colors are printed, the ink used to print the 
colors, and the lighting of the room in which the measurements are taken, can all impact the 
readings of the spectrophotometer. It is thus necessary to enforce strict controls over all of 
these factors: Ensure that the paper (or whatever material the color is being printed on) is of 
high quality and from the same packet for different colors, use ink manufactured in the same 
batch within a given printing of stimulus materials, and measure the colors in a room in which 
the lighting is consistent. Failure to account for any of these variables could result in the same 
unwanted variation present in the research reviewed earlier.  
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These issues notwithstanding, the use of a spectrophotometer (or similar method for 
equating color values using spectral data) is called for in experiments using color as an 
independent variable. This is particularly the case when printed color is used in experiments. 
For color presented on a computer monitor, two other techniques are available that provide 
rigorous color control.  

One of these techniques is called heterochromatic flicker photometry (HFP: Jordan, 
Sherman, & Tonkin, 2007; Wagner & Boynton, 1972).  Predominantly used in the field of 
brain imaging and neuropsychology, it has proven to be effective in equating the luminance 
of colors as observed by individual participants (Wagner et al., 1972).  Typically, a target 
color is presented on a background of a different color or a baseline color (e.g. white).  The 
target color is flashed very quickly (e.g. 12Hz or 20Hz; Jordan et al., 2007) while the 
background color remains constant.  Participants are asked to adjust the luminance of the 
target color until the appearance of a flicker stops.  This is the point at which the two colors 
are said to equiluminant (Jordan et al., 2007). Saturation is not controlled for in HFP, and thus 
a spectrophotometer would need to be used to ensure that each color selected has matching 
saturation values. 

Similar to HFP is a method for equating the luminance of colors known as the minimally 
distinct border technique (MDB: Lindsey & Teller, 1989). In this technique, color consistency 
is obtained by presenting two colors adjacent to each other and asking the participant to adjust 
the brightness of one of them until the border between the two becomes as indistinct as 
possible.  It has been suggested that the MDB method of equating color properties is superior 
to HFP, because it is able to equate for saturation as well as lightness (Wagner et al., 1972).   

Thus, when color stimuli are presented on a computer display, it appears that MDB 
provides a way of controlling color properties that is as good as that provided by use of a 
spectrophotometer. Indeed, given that there are individuals differences in color perception 
(Webster, Miyahara, Malkoc, & Raker, 2000a; 2000b) the MDB approach might be seen as 
somewhat superior to using a spectrophotometer. However, the MDB approach can only be 
used in experiments in which color is an explicit aspect of the study; when the subtle or 
implicit use of color is under investigation, MDB is not a viable option. In addition, using a 
spectrophotometer is clearly the only rigorous way to control color properties with printed 
color.   

Perhaps in the future, ensuring that two or more colors have the same lightness and 
saturation will be as easy as clicking on a color in a computer program or programming a 
printer to produce equiluminant and equally saturated colors.  Unfortunately, technology has 
not yet advanced to this level of sophistication and, as such, it is imperative that researchers 
exert the necessary effort to establish proper color control using a spectrophotometer or 
MDB. Failure to do so will continue to hamstring a literature on color and psychology that 
remains at a nascent level of development. 
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ABSTRACT 
 

Carotenoids are widely used in aquaculture to achieve natural coloring of salmon 
flesh, improvement of trade quality (color) of sea urchin roe and in aquaculture of 
Crustaceans.For salmon, it has been found, that the relationship between pigment content 
and color parameters is complex and nonlinear. Nevertheless, there is an evident 
correlation between the total concentration of carotenoids (mainly astaxanthin) and the 
red, most valued by consumers, color of a muscular tissue of salmon (i.e. the higher the 
pigment content the better). Assimilation of carotenoids in salmon usually does not 
exceed 10-15 per cent, and cost of astaxanthin makes up about 6-8 % from the cost of 
filleted fish. Thus, researches in this field are directed on improvement of feed 
composition increasing of carotenoid assimilation and search of new sources of these 
pigments; optimization of processing and storage conditions of production, allowing 
keeping natural color. Ability to reach desirable color of roe is crucial condition for 
commercial echinoculture. A number of studies were devoted to developing of 
composition of artificial feed giving desirable color characteristics. Considering 
macroalgae, the best results have been reached with species of Laminaria, Alaria, 
Palmaria, and Ulva. It has been proved great significance of carotenoids as essential 
micronutrients for sea urchin aquaculture. A promising source of carotenoids in 
aquaculture may be microalga Duneliella salina. Carotenoid content correlates with 
redness of the gonads, but unlike salmon, for sea urchins there is a certain optimum of the 
pigment concentrations in gonads, excess or, on the contrary, lack of the pigments lead to 
falling into less desirable for customers color grades. 
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INTRODUCTION 
 
There are two main causes doing color researches interesting for aquaculture. First, the 

appearance of a food plays the important role not only at a customer’s choice of a product 
(Calvo, 1992), but it affects taste characteristics, influences the pleasantness and acceptability 
of foods (Clydesdale, 1993). Secondly, the physiological role of the compounds causing 
color, is important for organisms. One of the most widespread pigments of sea and fresh-
water organisms are carotenoids – lipophilic tetraterpenoid pigments, de novo synthesised 
only by plants and microorganisms and on food chains be received at higher trophic levels 
(Britton, 1983). 

Carotenoids are widely used in aquaculture, mainly to obtain of natural coloring of 
salmon flesh, at rearing of Crustaceans (Meyers, 1994), and molluscs (Tsushima & Matsuno, 
1998). A source of pigments can be microalgae, a processing waste of Crustacean, synthetic 
carotenoids identical to natural ones. Invertebrates are able to converse assimilated β-carotene 
to carotenoids necessary for them (for example astaxanthin for Crustaceans), but Salmonoids 
are deprived of such metabolism. 

Carotenoids can occur free and associated with proteins. Formation of a carotenoprotein 
complex may lead to considerable bathochromic shift in an absorption spectrum and therefore 
these complexes often have purple, blue or green color, unlike yellow or orange color of free 
carotenoids (Britton, 1983). Color of shell is caused with crustacyanin in many Crustacean 
species. In ovaries a share of carotenoids can be associated with high-molecular protein - 
vitellin (Wallace et al., 1967). During vitellogenesis presence of this complex imparts bright 
color of ovaries (Meusy, Payen, 1988). 

The major carotenoids of Crustacean species is astaxanthin, some authors proposed that it 
is a “semi-essential” nutrient for these animals. Its content is critical to a survival of larvae, 
sensibility of adult animals to stressful conditions, reproductive success etc. (Chien et al., 
2003; Higuera-Ciapara et al., 2006). Sometimes alterations in carotenoid metabolism lead to 
change of usual appearances of cultivated animals. 

 
 

CAROTENOIDS AS COLORANTS OF SALMONOID FLESH 
 
However, in Crustacean aquaculture carotenoid pigments have mostly physiological 

function and they are not as important for color formation as in a case with salmon fish. It is 
well known, that pink coloring of a muscular tissue at salmon is caused first by the 
concentration of astaxanthin (in some cases of canthaxanthin). Unlike invertebrates, fish 
cannot synthesize astaxanthin from β-carotene, in their natural habitat major source of 
pigments for them is their feed, small crustaceans. At artificial rearing addition of astaxanthin 
(of astaxanthin containing components) to feed is considered more preferable, in comparison 
with canthaxanthin as former does not give undesirable increase in yellowness of a tissue 
(Screde & Storebakken, 1986). In case of uncontrollable growth of microalgae containing 
high quantity of β-carotene in ponds for cultivation, muscular tissue salmon can become 
yellow because of accumulation of this pigment that is unattractive to customers who prefer 
usual red color. In one’s turn, it leads to substantial losses for aquaculture farms.  
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Ability of different salmon species to accumulation of carotenoid pigments varies. 
Usually among a pink salmon (Oncorhynchus gorbuscha), a Chum salmon (Oncorhynchus 
keta), Coho salmon (Oncorhynchus kisutch), Sockeye salmon (Oncorhynchus nerka) the 
content of pigments increases (Vorontsov et al., 1986), also as well as cost of a fillet of these 
fish. Though the interrelation between the carotenoids content and color parameters of flesh is 
complex and has nonlinear character (Screde and Storebakken, 1986; Hatlen et al., 1998; 
Bjerkeng, 2000), nevertheless, there is an evident correlation between the total content of 
pigments (mainly astaxantin) and the red, most valued by consumers, color of a muscular 
tissue of salmon (i.e. the higher the pigment content, the better). 

It happens often that at the identical content of pigments color characteristics of fillet 
samples in the same species are various, and the reasons of this are difficult to establish. 
Thus, Little et al. (1978) have found out, that color of a fillet can depend on the content of 
lipids, however No and Storebakken (1991) have not found such relation; suppositions of 
importance of a chemical microenvironment of pigment molecules of a pigment have been 
suggested (Hatlen et al., 1998). It should be noted also, that unlike Crustaceans, in salmon 
formation of carotenoproteins with considerable batochromic shift is not typical. Thus, 
interaction of muscular proteins and carotenoids leads to insignificant shift in absorption 
spectrum (about several nanometers) to long-wave area - i.e. color of a fillet is defined with 
free carotenoids. 

It was found, that assimilation in salmon fish usually does not exceed 10-15 % from 
containing in feed (Torrissen et al., 1989; Storebakken and No, 1992). At the same time, cost 
of astaxanthin makes up to 15-20 % of a total cost of an artificial feed or to 6-8 % of fillet 
cost (Torrissen, 1995). Therefore, studies in this area are directed on improvement of feed 
composition to raise carotenoids assimilating, search of new perspective sources of these 
pigments, optimization of conditions of storage and processing of production to keep intense 
red color (Meyers, 1994; Akhtar et al., 1999; Bjerkeng, 2000). 

 
 

SEA URCHIN AQUACULTURE 
 
Another example when getting product with certain color characteristics is the important 

condition for successful aquaculture is cultivation of sea urchins. Their roe is high-valuable 
sea delicacy and it has a steady great demand at the markets of southeast Asia mostly Japan. 
Sea urchin roe or gonads are used for food fresh, salted, canned or as biologically active food 
additives. Color of gonads, along with its yield, texture and taste, is one of the major index of 
their commercial value. In sea urchins color of gonads varies extremely - from pale yellow to 
red, brown or terracotta, however the most preferable for consumers, that is "best" quality, are 
considered bright yellow and orange hues (Kawamura, 1993; Vadas et al., 2000). Most often 
at a commercial estimation of gonads its color is delineated into three market grades: A - 
yellow, yellow-orange, orange, the most desirable quality; B - light brown, orange-brown; C - 
rust, dark brown, the least desirable quality (Kalinina et al., 2000; Sedova et al., 2000; Vadas 
et al, 2000). Discrepancy of gonads to color criterion can make aquaculture of these species 
unprofitable (Kelly et al., 2001). 

Trade qualities of sea urchin gonads are directly related to annual reproductive cycle of 
these animals. During growth and maturing of sexual glands their size, structure and color 
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vary greatly. In sea urchin gonads, except gametes (sexual cells), there is a considerable 
quantity of auxiliary cells which provide former with trophic and energy resources 
(Varaksina, 1980; Khotimchenko et al., 1993). At early stages of gametogenesis sexual 
tubules are mostly filled with the auxiliary cells containing yellow-orange globules due to 
presence of carotenoids (Varaksina, 1985, Jondeung and Czihak, 1983). In the process of 
growth, maturing and accumulation of gametes there is a carrying of nutrients (including 
carotenoids) from auxiliary cell into sexual ones. However, presence of carotenoids is 
detected only in female gametes (Lawrence, 2001). 

 
 

CAROTENOIDS OF SEA URCHINS AND THEIR EFFECTS  
ON ANIMAL HEALTH  

 
Systematic study of the carotenoids in sea urchins, carried out by M. Tsushima and co-

workers (Tsushima and Matsuno, 1990; Tsushima et al., 1993a), has shown that gonads, gut 
walls, tests and spines contain these pigments. Though the authors identified a significant 
number of minor pigments, the major carotenoids in gonads are β-echinenone, α-echinenone 
and β-carotene. Tsushima and Matsuno (1990) for the first time have separated fraction of 
echinenones in sea urchins and have identified of isomer of β-echinenone - α-echinenone. 
The only species at which the predominant carotenoids in gonads and gut walls were 
astaxanthin was Peronella japonica. It is not clear however, whether this species is capable to 
oxidize β-carotene to astaxantin, or it gets astaxantin from feed. 

The metabolism of carotenoids in sea urchins has been studied for species 
Pseudocentrotus depressus (Tsushima et al., 1993b; Tsushima, 1995). Feeding experiments 
showed, that assimilated from feed β - and α-carotenes are oxidized to corresponding 
echinenones, the further transformation of β-echinenone into canthaxanthin and astaxanthin 
does not occur. The same authors have studied the importance of carotenoids, also vitamins A 
and Е for oogenesis and a survival of larvae of P. depressus (Tsushima et al., 1997). It was 
found, that the greatest number of larvae and the best survival have been observed for β-
carotene and β-echinenone groups of animals. According to de Jong-Westman et al. (1995b), 
larvae of S. droebachiensis, rearing at laboratory conditions, the greatest sizes, highest 
survival rate and a metamorphosis were observed if parental individuals received feed 
containing β-carotene. 

It has been established, that unlike Crustaceans and vertebrates sea urchins does not 
contain vitamin A (Tsushima et al., 1997). Later, it has been confirmed for Paracentrotus 
lividus Rodriguez-Bernaldo de Quirós et al. (2001).  

In the many of the studies on sea urchin carotenoids, the geometrical configuration of 
echinenone has not been specified. Usually presence of a cis-isomer was considered as an 
artifact. However, for sea urchins, apparently, it is not true. For the first time occurrence of 
significant amounts of cis-isomer in P. lividus have been reported by de Nicola and Goodwin 
(1954). In gonads of Tripneustes gratila cis-echinenon was found as predominant isomer 
(Shina et al., 1978). Tsushima & Matsuno (1997) identified cis-isomer as 9′Z-β-echinenone in 
P. depressus. It was confirmed as major carotenoids in Paracentrotus lividus also (Symonds 
et al., 2007). Thus, cis-form of echinenone is dominant and widespread in sea urchins, but its 
function is not clear yet. 
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Effect of β-carotene, β-echinenone, astaxanthin, vitamins A and E, and fucoxanthin on 
the biological defense of the sea urchin P. depressus has been investigated by Kawakami et 
al. (1998). The authors found the highest phagocytic index in group getting β-echinenone 
with feed. It is interesting that fucoxanthin (major carotenoid of brown seaweeds) does not 
accumulate in the gonads but have significant effect on phagocytic activity and quantity of 
ovulated eggs. Feeding experiments with Lytechinus variegatus have shown significance of 
dihydroxycarotenoids (lutein and zeaxanthin on development of eggs and the subsequent 
growth and a survival of larvae (George et al., 2001). 

One of the important factors, which are crucial for accumulation and utilization 
carotenoids in organism of sea urchins, is sex and stage of gonad maturity. It is known, that 
the carotenoids content in males of sea urchins Dendraster excentrias and Strongylocentrotus 
franciscanus is higher than in females (Goodwin, 1984). For females and males of S. 
intermedius and S. nudus differences in carotenoids content during annual reproductive cycle 
exert influence on their gonad coloring (Borisovets et al., 2002, Zadorozhny et al., 2003). For 
these species, color grade of gonads according to market color scale is better for females than 
males (Kalinina et al., 2002). In addition, the certain interrelation between color and maturity 
of gonads was observed: improvement of color characteristics occurs in process of growth of 
gonads, both in females and males. 

Consequently, all these data testify to activity and importance of carotenoid metabolism 
in a reproduction of sea urchins. In addition to β-carotene and echinenone, several 
carotenoids, not accumulating in gonads but present in significant amounts in natural food of 
sea urchins (lutein is primary xanthophyll of green algae (Goodwin, 1980), fucoxanthin – in 
brown seaweeds (Haugan & Liaaen-Jensen, 1994), zeaxanthin is typical for red algae 
(Carnicas et al., 1999)) may play an important role in processes of reproduction and 
biological defense of animals. 

 
 

Effect of a Diet on Roe Color 
 
Basis of a diet of sea urchins makes up of macrophytes, however under certain 

circumstances they also consume animal feed and detritus. Effect of various kinds of feed on 
color characteristics of gonads has been investigated in a number of studies. The majority of 
researchers agree in opinion, that gonadal index (relative mass of gonads) first of all depend 
on quantity of accessible food (Kawamura, 1973; Pearse, 1981; Brewin et al., 2000), its color 
and taste - from its quality (Hagen, 1996; Minor, Scheibing, 1997; Hoshikawa et al., 1998). 
However, among researchers there is no common opinion concerning specific composition of 
algae at which consumption sea urchins, in particular genus Strongylocentrotus, have the 
most preferable roe color. One authors consider brown seaweed as those, namely Laminaria 
(Levin, 1987; Hoshikawa et al., 1998; Krupnova & Pavlyuchkov 2000), others mention green 
algae (e.g. Ulva) (Smiths, 1946; Fuji, 1967), and the third consider red seaweed and even sea 
grasses (Yevseyeva, 1999). Some researchers suggest that the animals on mixed algae diet 
have the best color parameters of gonads (Lozano et al., 1995; Vadas et al., 2000). 

For the sea urchins living at sublittoral – an area with high, as a rule, phytoproduction - 
the food availability is the second, after temperature, the factor of an environment having 
essential influence on their reproductive characteristics (Thompson, 1984; Pearse, 1981; 
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Nichols et al., 1985). Nevertheless, food factor is a primary importance for the market 
qualities of sea urchin gonads (roe) (Agatsuma et al., 1996; Minor, Scheibling, 1997; 
Hoshikawa et al., 1998). 

Our studies on cumulative influence of biotic and abiotic environment factors on a 
reproduction and trade qualities of gonads have also shown the sea urchins living in a coastal 
zone of Primorski Krai of Russia (Sea of Japan), that gonadal index depends on quantity of 
accessible food, and color parameters - on feed composition (Kalinina et al., 2004 a, b; 
Viktorovskfya et al., 2005). In spring good color of gonads (season of active gametogenesis) 
were detected for animals consuming green algae (mainly Ulva), in summer months (active 
growth and maturation of gonads) - mixed algal food with prevalence of Laminaria spp., and 
in the autumn (during active secondary gametogenesis) – dead algae with presence Ulva, 
Laminaria and Polisiphonia. Presence Desmarestia in a diet considerably worsened gonad 
color.  

Processes of feeding of sea urchins in natural habitats are well investigated, but it is much 
less known about effects of artificial feed on color of gonads. 

It is usually accepted desirable color characteristics at artificial cultivation can be attained 
by feeding animals with algal food (Fuji, 1967; Lawrence, 1975; Lemire, Himmelman, 1996; 
Shpigel et al., 2005). Vadas et al. (2000) have studied effects of several species of 
macrophytes on gonad color of sea urchins and have come to conclusion, that improvement of 
color, in comparison with the control ("wild" population), is reached using species of 
Laminaria, Alaria, Palmaria, Ulva.  

However, use of fresh seaweeds is not always possible and profitable. Its food value is 
not stable (sensible to conditions of storage) and can become unacceptable at all because of 
environment pollutants. Therefore, successful industrial echinoculture, according to many 
authors (Klinger et al., 1986, 1998; Lawrence et al., 1997; Williams, Harris, 1998), is possible 
only based on balanced artificial feeds. The diets containing various macroseaweed 
(Laminaria, Palmaria, Ulva) promote color improvement гонад (Vadas et al., 2000), at the 
same time algal meal source slightly affects on gonad color (Pearce, 2000). In addition to 
macrophyte species, artificial feeds with addition of microalgae can be a promising source of 
carotenoids for aquaculture. McLaughlin and Kelly (2001) have found positive effect of the 
artificial diets containing rich carotenoid microalgae on growth and gonad color of 
Psammechinus miliaris. Robinson et al. (2002) have stated that dried microalga Duneliella 
salina (Algro™) may be a promising source β-carotene for sea urchin aquaculture. 

Usually algal or plant meal (corn etc.) can be used as a major component for a diet; using 
fish minced meat can worsen of flavour of sea urchins gonads (Hoshikawa et al., 1998). 
According to Pearce (2000) use of β-carotene containing additive Rovimix™ also negatively 
affects on taste of roe. However using of purer β-carotene sources does not give such effect, 
hence, taste deterioration, most likely, is caused with non-carotenoid components of 
Rovimix™. Granulated feeds on the basis of minced meat of pollack with various additives 
and land plants (for example, Polygonum orientale) were tested by Sedova et al. (2000). It 
was shown that composition consisted of meal of Laminaria japonica, minced pollack meat, 
carrot puree and sodium alginate (as a binding component) could improve gonad 
development and its color. Pearce et al. (2002) have observed improvement of gonad color 
depending on the type of a binding component. They proposed using of starch as it produced 
better color than any other binder. 
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Introduction of carotenoids (or components with their high content) in a feed at artificial 
culture of some species - Evechinus chloroticus (Goebel and Barker, 1998), 
Strongylocentrotus droebachiensis (de Jong-Westman et al., 1995; Harvardsson et al., 1999; 
Pearce 2000; Robinson et al., 2002, Liyana-Pathirana et al., 2002), Psammechinus miliaris 
(McLaughlin and Kelly, 2001), Lytechinus variegatus (Plank et al., 2002), Paracentrotus 
lividus (Shpigel et al., 2005) have been carried out.  

Goebel and Barker (1998) have shown that without carotenoids gonads become pale 
cream unsuitable for market. Astaxanthin addition to feed composition leads to improving the 
yellow-orange colors of gonads. Experimental group of the urchins supplemented astaxanthin 
as well as algal feed (Ulva latuca and Macrocystis pyrifera) showed the best results in terms 
of gonad color. Similar results have been obtained by Kelly et al. (2001): best color 
characteristics of gonads have been reached at feeding of sea urchins by feed mix used for 
rearing salmon, which containing astaxanthin and canthaxanthin. At the same time, 
astaxanthin is not typical pigment for sea urchins and degree of its accumulation remains not 
clear. It is known, though sea urchins are able to assimilate some astaxanthin but in much 
smaller quantities, than β-carotene (Tsushima et al, 1993b; Harvardsson et al., 1999). 

Pearce has shown (2000), that rather high concentration of carotenoids is capable to 
improve gonad color in sea urchins. Such color improvement has been been attained by 
adding β-carotene in concentration of 200 mg/kg, and optimum concentration of the pigment 
is 250 mg/kg of a feed. At the same time, number of authors have found that carotenoid 
content in sea urchins decreases in the course of feeding experiments (Motnikar et al., 1997; 
Plank et al., 2002). Probably, it is caused by relatively low concentration of pigments in a 
feed.  

 
 

Relationship between Roe Color and Carotenoid Content 
 
It should be noted, that an objective estimation and comparison of organoleptic 

parameters, such as color, offers some difficulties. It is known, that color can be measured 
using reflecting spectrophotometers or colorimeters or visually with color atlases or special 
scales (Jadd & Wyszecki, 1975). In the studies devoted to research of color characteristics of 
sea urchin gonads instrumental (Agatsuma, 1998; Borisovets et al., 1999; Robinson et al., 
2000; Robinson et al., 2002), and visual methods (Kalinina et al., 2000; Goebel and Barker, 
1998; Pearce, 2000; Vadas et al, 2000; Pearce et al., 2002) were applied. At a visual 
estimation commercial scale with three grade (Kalinina el al., 2000; Sedova et al., 2000; 
Vadas et al, 2000), or more detailed one-dimensional scales with the bigger number of grades 
(Goebel and Barker, 1998; Vadas et al., 2000; Pearce et al., 2002) were used. As natural color 
of gonads varies in considerable limits major disadvantage of one-dimensional scales is their 
subjectivity - ambiguity and inaccuracy in description of color.  

Another possibility is using three-dimensional color systems. Usually CIE L*a*b* (1976) 
system was used for evaluation color of sea urchin roe (Agatsuma 1998; Borisovets et al., 
1999; Robinson et al., 2000, 2002). The data obtained in the CIE L*a*b* (1976) are 
convenient for the subsequent statistical analysis. Additionally, recalculation of L*a*b* color 
characteristics into Munsell’s system is possible. Along with the convenience in usage and 
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visualization, Munsell’s system is three-dimensional too and describes the physical nature of 
color objectively.  

It has been shown, that change in carotenoids concentration usually leads to change of 
gonads color hue in terms of Munsell’s renotation (Zadorozhny et al., 2003). For species 
Strongylocentrotus intermedius and S. nudus carotenoid concentration increases with 
increasing of red hue of gonads (Table 1). Correlations between color, expressed in a market 
scale, and carotenoid were not found. These are several factors to explain this: 

 
1) when ascribing to one or another grade of the market scale, sample’s value and 

chroma are taken into account first, hue does not play determining role; 
2) hue of the gonads first of all depends on the total concentration of carotenoids. In the 

number of samples with hues 2.5YR→10YR concentration of carotenoids gradually 
decreases; 

3) within the same hue, the samples with the grade A usually have lower concentration 
of carotenoids; 

 
 

Table 1. Relationship between color characteristics of gonads, expressed in Munsell’s 
system (hue/value/chroma) and market grade with total carotenoids concentration. 

 
Carotenoids concentration, mg/100 g of tissue Hue Market grade Value/chroma 
25% quartile median 75% quartile 

 
 S. intermedius 
 whole  11.11 20.40 23.31 

A 7/12; 6/12, 6/14 9.68 11.11 20.31 
B 5/10 23.27 30.62 37.97 

2.5 YR 

C 4/6, 4/8  18.48 20.48 27.04 
 whole  6.29 9.70 14.73 

A 7/10, 7/12; 6/12 5.71 6.29 10.70 
B 6/10; 5/8 9.22 12.02 19.16 

5 YR 

C 4/6; 3/2; 2/1 12.00 26.19 40.55 
whole  4.62 6.30 7.93 
A 8/10; 7/12 4.46 5.03 6.54 
B 6/6, 6/8, 6/10; 5/8 5.17 6.64 8.10 

7.5 YR 

C 4/6; 3/2 4.78 6.57 7.93 
 
S. nudus 
7.5 YR  whole  1.21 3.40 4.45 
 A 8/8; 7/8, 7/6 

6/10, 6/8, 6/6 
3.34 3.67 4.45 

 B 8/6; 7/8, 7/6 
6/8, 6/4;5/4 

0.93 1.21 2.52 

 C 6/8; 5/8; 4/6; 3/2 
 

4.40 7.53 8.64 

 whole  0.89 1.98 2.20 
10 YR A 8/6; 7/6 0.45 0.80 1.15 
 B 8/8, 8/6, 8/4 

7/6, 7/4 
6/8, 6/6, 6/4 

0.80 1.49 1.69 

 C 6/6; 5/4; 4/4 
3/1 

1.50 2.20 2.83 
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Combined influence of these factors leads to the situation when correlation between 
gonads’ color characteristics in the market scale and carotenoids concentration cannot be 
found. For example, the minimal concentration of pigments within 2.5YR tone (the color 
gradation A) practically equals to carotenoids concentration for grade B at samples with 5YR 
hue and substantially higher than corresponding values of the concentration for grade 3 in 
7.5YR hue (Table 1). 

It should be noted, that the difference between samples of grade B and C is not so clear, 
and, probably, can be attributed to influence non-carotenoid pigments. Thus, Carolsfeld et al. 
(1999) have found correlation of dark gonad color with the content of “hydroquinone-like 
compounds”. 

Thus, studying of relationship of color, carotenoid content and customer preferences for 
Echinoderms shows both similar pattern found earlier for salmon - the increase in red color 
stimulus with growth of concentration of pigments, and some differences. As well as in 
salmon fishes (though they contain other carotenoids) we observed increase of red color 
stimulus and decrease yellow one with increase of carotenoid content in sea urchins S. 
intermedius and S. nudus. Unlike salmon fishes, sea urchins have certain optimum of pigment 
concentration, excess of which leads to ascribing samples to grade B (dark red color, less 
desirable by customers). Then, it is necessary use three-dimensional color scales for studying 
relationship between color and pigment content. 
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ABSTRACT 
 

A common problem among social scientists who group all members of a 
race/ethnicity together is that they assume that all of the life experiences of those 
individuals are the same, and thereby, overlook the prevalence of heterogeneity within 
ethnicities.  One such example is a global phenomenon present in all cultures where there 
is skin tone variation—colorism.  This longstanding ideology which suggests preference 
within ethnic groups is closely linked with skin color is often ignored.  Recent research, 
however, has found that among Blacks, lighter skin has major implications in the job 
selection process—where one is better off if he/she is lighter-skinned. Due to issues of 
attractiveness and general levels of comfort, individuals tend to feel a lighter-skinned 
black is more competent or less threatening, respectively.  Though many companies are 
now concentrating efforts on enhancing diversity—with race being one of the primary 
focuses—one has to wonder if these “advancements” in diversity are resulting in more 
lighter-skinned Blacks being hired over their equally-qualified darker-skinned 
counterparts.  This research commentary intends to look broadly at the executive boards 
of corporate America to investigate if this “lopsidedness” is indeed present.  It is 
expected that greater numbers of light-skinned Blacks will be found in these positions, 
which will support prior research and illustrate the need for greater discussion and future 
research regarding this very issue. 
 
 

INTRODUCTION 
 
“You boys stay out of that terrible sun…God knows you’re dark enough already” (p. 

2)—though quoted by Lawrence Otis Graham in the opening of his best selling novel Our 
Kind of People, while reflecting on what he would routinely hear his great-grandmother say 
while he and his family would vacation at Martha’s Vineyard, statements similar to that 
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espoused by Graham’s great-grandmother have been heard by many young Black adolescents 
for generations.  Though continuously reinforced throughout life via the media, most Blacks 
are somewhat acculturated, from a very young age to believe in the notion that he or she is, or 
at the very least will be, better off if they are light-skinned.  Although this phenomenon is 
incredibly prevalent and powerful, this incessant focus on skin color among and within the 
Black race is very rarely discussed.  Most people know about its presence, most people see 
how it is reinforced in advertisements, television, movies, even politics; yet, very little focus 
is given to the topic.  Instead, the notion and pervasiveness of colorism is basically 
overlooked as all attention is given to the prevalence of general racism (most usually viewed 
as a Black vs. White issue) in America. 

Given the longstanding history of the relationship between Blacks and Whites in 
America, it should not be terribly surprising that race relations in the U.S. of this dichotomous 
manner are most discussed.  Ultimately in these conversations, each race is generalized and 
homogenized into one grouping (Celious & Oyserman, 2001).  Even racial identity theories 
follow this same inexplicit categorization, where race is viewed as a simple binary 
relationship between Blacks and Whites, and any potential diversity within each race is 
simply ignored or overlooked.  While race is a social construction, and while these theories 
are accurate in their assumption that similarities do exist within racial groups (Celious & 
Oyserman, 2001); it is important to note that there is the potential for differences to exist 
within races.  Blacks may have very different life experiences depending on their gender, 
socioeconomic status, and (the focus of this commentary) skin color—all of these 
demographic elements potentially play a significant role in the life they may lead, in addition 
to the treatment they may receive from others. 

Black Americans may very well live in the same society, but their life experiences may 
vary greatly depending on whether or not one is light or dark-skinned.  Edwards (1973) 
claims that of the many characteristics people of America are divided into, none has greater 
significance than one’s skin color.  Skin color remains divisive in America, and in most other 
western cultures, because whiteness and blackness are (and have always been) in binary 
opposition to one another.  Whiteness is most often associated with beauty, purity, and 
graciousness, while blackness symbolizes ugliness, evilness, and incivility (Hunter, 2002).  
These contradicting views of what “black” and “white” represent are extremely powerful and 
have even been extended into the symbolic differences between “dark” and “light,” 
respectively.  In other words, the dichotomy between Blacks and Whites really expands into a 
stratification system within the Black race itself, where light-skinned Blacks take on the 
aforementioned characteristics associated with Whites, while dark-skinned Blacks are 
ascribed the negative characteristics commonly associated with blackness.  It is therefore no 
surprise that research studies have found that lighter-skinned Blacks receive preferential 
treatment (particularly in the workplace) over their darker-skinned counterparts (Thompson & 
Keith, 2001; Harrison & Thomas, 2009). 

Thus, as our title suggests, this commentary will focus on the need to closely examine the 
executive boards of corporate America.  As more and more companies and corporations have 
affirmative action policies in place, or make claim to being equal opportunity employers, 
more and more people of color, Blacks in particular, are being hired and given certain seats 
around the boardroom table that they were never granted before.  Given the power and 
prevalence of colorism in our society, however, we question exactly “how Black” are these 
Blacks who are granted access to these positions.  Is it that more Blacks are now in corporate 
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America than ever before, or is that more light-skinned Blacks are there?  This commentary 
will answer this very question, while explaining the historical significance of colorism in 
America, its implications on the present, and how all of this manifests itself on the boards 
within corporate America. 

 
 

History & Current Ramifications of Colorism/Skin Color Bias 
 
Issues of partisan behavior due to skin tone dates back to the chattel system of slavery in 

America, where the division of work chores among slaves was based on skin color (Hunter, 
2002).  Slaves who were dark-skinned, or of pure African ancestry, typically worked in the 
fields and were viewed as having the more physically-demanding tasks; while slaves who 
were lighter (due to mixed parentage—as it was common for slave masters to have 
nonconsensual and consensual sexual relationships with their slaves) were given the more 
“desirable” and prestigious positions within the chattel system (Keith & Herring, 1991).  
These work chore divisions not only engulfed a great deal of bitterness between slaves, but it 
also reinforced the notion that the lighter one’s complexion, “the better off he or she was in 
the eyes of the majority group members” (Ross, 1997, p. 555).  

What is most shocking is that this statement still holds true nearly 200 years later.  
According to the findings of researchers, Hughes and Hertel, lighter-skinned Blacks are more 
likely to have completed more years of schooling, have higher salaries, and have more 
prominent jobs than their darker-skinned counterparts (1990).  Even more compelling, 
perhaps, is that they found that skin color has such a profound effect that the gap in 
educational attainment and socioeconomic status between light- and dark-skinned Blacks is 
equivalent to the gap between Whites and Blacks in general.  These findings, combined with 
studies juxtaposing socioeconomic attainment between mulattoes (i.e., Blacks from mixed 
heritage) and Blacks, clearly detail the importance and prevalence of, colorism, and further 
illustrate the prominence of color-based stratification in American society (Hill, 2000).  Thus, 
lighter-skinned Blacks tend to be more advantaged educationally, economically, and more 
likely to experience status advancement than those with darker skin (Seltzer & Smith, 1991; 
Udry, Bauman & Chase, 1971).  These social advantages that are allotted to this group of 
lighter-skinned Blacks emphasize and reinforce a system in our society that privileges light 
skin over dark skin—this classification structure and system of preference is the general 
definition and form the building blocks of colorism (Hunter, 2002). 

 
 

Colorism in the Workplace 
 
Considering the fact that skin color has historic implications for biased and preferential 

treatment in social arenas, skin color may also have significant implications in the workplace. 
Research illustrates that in the “real world” there is a positive correlation between 
attractiveness and perceptions of ability and success (Umberson & Hughes, 1987). 
Ideologies surrounding colorism suggest that Blacks are perceived as being more attractive 
when their phenotypic features (e.g., nose shape, lip size, hair texture, etc.) are more closely 
analogous to that of European descent than African ancestry (Fears, 1998; Maddox & Gray, 
2002; Oliver, Jackson, Moses & Dangerfield, 2004).  Thus, it is common for lighter-skinned 
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Black women to have higher salaries than Black women with darker skin who have very 
similar résumés (Hunter, 2002).  Furthermore, in a 2001 study focusing on Black women’s 
career satisfaction, researchers found that light-skinned Black women, who are deemed “less 
ethnic,” were more likely to be satisfied with their pay and opportunities for advancement 
than darker-skinned (“more ethnic”) Black females (Catalyst).  In a more recent study 
focusing on the effects of skin color on job selection, researchers found that a Black man with 
lighter skin, a bachelor’s degree, and typical work experience was preferred for positions over 
a darker skinned Black man with an MBA degree and more extensive managerial experience. 
Additionally, in the same study, when education and past experience were similar, lighter 
skinned Black women were preferred for positions over darker skinned Black women 
(Harrison & Thomas, 2009). Thus, research has shown that skin color not only affects our 
experiences in social situations, but also in the workplace where one’s skin color can have 
detrimental effects on career progression and overall experience. 

Since attractiveness correlates with people’s perceptions of ability, and lighter skin tone 
is somewhat  viewed as being more attractive in American culture, it is no wonder that for 
African Americans, skin color may play an important part in moving up the corporate ladder. 
To investigate this concept further, in the February 2009 issue of Black Enterprise magazine, 
which is a long standing minority business publication, the cover story highlighted the top 
100 most powerful Black executives in corporate America. Out of the 100 executives listed, 
the majority of top executives had brown to lighter skin tones rather than darker skin tones. 
For the most part, both Black women and men had lighter variations of brown skin tones 
which suggest that in the “real world” where decisions matter, skin tone may subconsciously 
play a part in people’s perceptions of one’s ability to be a successful leader. For instance, 
when looking specifically at the CEO position, 7 out of the 9 Black CEOs had medium brown 
to light brown skin tones while only 2 had darker brown skin tones. In addition to skin tone, 
other characteristics such as hair styles were more Eurocentric than Afrocentric for most of 
the executives, with women wearing straighter hair styles and men wearing short cropped hair 
cuts rather than more ethnic options such as dreadlocks, afros, or braids styles. Therefore, 
research, along with current Black executives in corporate America, suggest that appearance 
specifically skin tone can potentially affect one’s move from the cubicle to the C class suite. 

Although some may feel that we have moved past skin color when it comes to 
preferential treatment, a person’s skin tone may still subconsciously affect people’s 
perceptions of others. It is true that people may not solely rely on skin tone when it comes to 
preferred treatment regarding job selection and promotion, but one’s attractiveness level 
which is highly connected to skin complexion can subconsciously affect a hiring manager’s 
feelings towards a job incumbent. The idea that one’s color can either help or hinder one’s 
career progression is a viable discussion especially during times of severe economic 
turbulence where employers have the upper hand in the race for talent. Although it is true that 
education level and past experience is also taken into consideration when it comes to career 
advancement, color may still be a hidden factor in making decisions about selection. 
Certainly Black people with darker skin can still succeed in the workplace and lead extremely 
successful careers; however, it may prove to be more of a challenge compared to their lighter 
skin counterparts.  
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CONCLUSION 
 
This commentary has intended to shed light on the need for research and discussion that 

emphasizes the prevalence of preference based on skin color in America’s workforce—
particularly within the boards of corporate America.  Most past research neglects to look at 
discrimination outside of the normal dichotomous comparisons of Blacks and Whites as 
groups consisting of homogenous individuals.  Given the increasing number of biracial and 
multiracial Americans, more research in this area should be performed so that Americans can 
become more aware of the prevalence of color bias in our society.  Studies of this nature will 
perhaps not only enhance their awareness, but also challenge their acceptance of the common 
belief that whiteness signifies graciousness and beauty (Hill, 2000). 

Additionally, research and discussions of this nature will help to substantiate, and in 
some ways expand, current theories regarding privilege and similarity attraction.  It is no 
secret we live in a society where being White affords many privileges that are not equally 
awarded to those who are not White (McIntosh, 1993).  Possibly, however, the privilege one 
receives extends beyond their race, and is deeply rooted in their skin color—where darker 
skin equates to fewer privileges.  Similarly, ideologies surrounding colorism seem to further 
confirm Byrne’s Similarity Attraction Theory, which states people tend to be more attracted 
to and have a greater comfort level around individuals who are similar to themselves (1971).  
It is therefore not surprising that lighter-skinned Blacks would be advantaged in the 
workplace where Whites are most likely making the hiring decisions. 

Further, discussion and research of this nature could also help combat some of the irony 
that has long existed in social science research of race and race relations.  While most social 
scientist who perform research of this nature make claim that the purpose of their research is 
to address, and hopefully falsify, negative perceptions and stereotypes surrounding various 
races, their grouping of individuals into homogenous groups, and assuming life experiences 
must all be the same for all Blacks or all Whites, does nothing more than perpetuate those 
very stereotypes they are attempting to falsify.  When people are forced to look at races and 
ethnicities through a heterogeneous lens, it causes them to look at a racial or ethnic group in a 
way where longstanding stereotypes no longer seem accurate or appropriate. 

Moreover, as mentioned earlier, given the increasing number of companies and 
organizations that are employing affirmative action policies in their selection processes, 
determining the possible presence of skin tone preference is paramount.  Companies must be 
more cognizant of the colorism issue in many of their human resource related procedures.  
While statistics may continue to show that the number of minorities in corporate America is 
continuing to rise, they are not reporting the possibility that there is a disproportionate 
number of lighter complexioned minorities getting these jobs (particularly those at the senior 
executive level).  

The only way we are going to begin to combat some of the inequities that result due to 
common beliefs and ideologies associated with colorism, is by becoming more aware of the 
prejudices we have regarding skin tone.  Society and the media paints us a picture of lighter 
skin equating to intelligence, likeability, competency, attractiveness, etc., and a much more 
dismal and bleak picture is given for those who have darker skin.  These images are 
extremely powerful, in that they alter our immediate perceptions of individuals who must 
then “fit” into the pictures we have been exposed to.  For instance, if one was to imagine a 
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Black physician, attorney, politician, or CEO, more than likely, most of these images would 
be of a light-skinned Black.  Whereas, if images of a Black factory worker, garbage collector, 
janitor, or prisoner were conjured up, more than likely they would be of darker pigmentation 
than those previously listed. 

We must begin to combat these negative associations of dark skin and lower 
expectations, incited fear, and basic incivility.  There was a brief period of time during the 
Black Power Movement where the Black community began to contest these notions that have 
damaging effects to the self-esteem of Blacks.  This period, however, was short-lived, and 
chants of “Black is beautiful” are not too often still heard.  Mantras of this nature must be 
recited once more if society and the media’s representation of Blackness and dark skin are 
going to change.  The more we challenge these images, and our own belief systems, the 
greater the likelihood Black children of future generations will only be encouraged to come 
out of the sun because of the potentially harmful effects of UV radiation, and not because of 
the probable negative ramifications of having dark skin. 
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ABSTRACT 
 
In outer space habitats, where the weightlessness and isolation deeply influence 

human life, color perception, processing and reaction to color are subjects for analysis in 
Human Factors investigation. The “µgOrienting” project aims to improve the life quality 
in outer space by research on colors and other visual stimuli. 
 

 

 
 

Picture 1. Color Design research in International Space Station (ISS), Schlacht 2007. 
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In a new project intended to increase habitability in outer space, a dedicated European 

team is carrying out research on colors and visual stimuli affecting astronauts’ reliability. The 
goal of the project, called µgOrienting, is to increase well-being and orientation skills in outer 
space missions through color and visual stimuli.  

Color research for human space habitats is aimed at the design of ergonomically-oriented 
spacecraft. As reported in the NASA standard Living Aloft (Connors et al., 2003), 
considering the importance of vision to the accomplishment of space missions, spacecraft’s 
visual design has to bear in mind the strong psycho-physiological modifications that occur in 
the extreme environment of the outer space. Consequently, a major field of study is the 
development of human factors in technological habitat design, especially in view of the 
adaptation of Man in his challenge to live in outer space (Schlacht, 2008). 

The µgOrienting project breaks down into three experiments: CROMOS, WIUD and 
ZEROgYMN. 
      - CROMOS: investigates color and visual perception in microgravity.  

- WIUD: researches color and visual reactions vital for orientation during weightlessness. 
- ZEROgYMN: researches the potential for color and visual stimuli to affect movement and a 

sense of rhythm. 
CROMOS, successfully performed in 2007 during the European Space Agency (ESA) 

Student Parabolic Flight Campaign, analyzed changes in sensitivity to chromatic and 
achromatic perception in microgravity conditions. During CROMOS six European students 
tested color (Red, Blue, Green) sensitivity during a microgravity condition parabolic flight 
and in normal 1G earth conditions, using software developed by Stefano Brambillasca. The 
experiment used the Anolamoscope method, measuring the “range of color equality”, that is, 
the range in which two slightly different colors were perceived as the same.  

 

 

Diagram 1. CROMOS RESULT, Schlacht 2007.  Mean Value of deviation from “Equal color” and 
RMS-value of the function in µgravity (0g) and normal gravity (1g) conditions.  From the bottom to the 
top: Test 1 hue-Red; Test 2 Blue-hue; Test 3 yellow-saturation; Test 4 grey-lightness. A validation 
experiment with inverted color orders in each test is suggested for future experiments. 

The CROMOS color results (RGB) show an increase of sensitivity in µg in the short 
wavelength (B) area of the visible spectrum and a decrease in the long wavelength area (R). 

- Test 1. Hue: red. In µg, as a component of Red, G pixels were perceived 4.4 % less intensely 
and B pixels were perceived 3% more intensely in µg. 

- Test 2. Hue: blue. In µg, as a component of Blue, G pixels were perceived 10.8% more 
intensely. 
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- Test 3. Saturation: yellow. Yellow is perceived more saturated in µg with a shift of mean 
value in the low saturation area by 2.9%. 

- Test 4. Brightness: grey. In µg there is a weakening of sensitivity to achromatic luminosity. 
The hypothesized cause of the observations is the physiological effect of weightlessness. The 

crystalline lens of the eye becomes more spherical which causes the chromatic aberration and 
consequent focus of images onto a different area of the retina with different concentrations of 
RGB receptors.  

As a result, stimulation of Blue cones and rods are probably increased. The hypothesis 
relating physiology is consistent with the experiment’s findings (Schlacht, 2009). 

WIUD was conducted as a second phase of the µgOrientation requiring the subjects to recline 
to study instinctual reactions to color and symbols for up-and-down orientation in outer space 
habitats. 

The results, currently estimated following 40 subjects’ tests, were derived using images of 
ISS modules and orientation labels. The Russian module, based on color configuration with 
chaotic instrument set up, was easier for orientation in comparison with the American module, 
configured to have a clean instrument set up. Statistically, the findings suggest that a pictogram 
label system might improve orientation in ambiguous ISS module configurations.  

ZEROgYM, the last µgOrientation phase, is in a developmental stage, in collaboration with 
Turin University (Italy) and Ki Productions (Kitsou Dubois). It is focused on the relationship 
between movement and visual input in weightlessness conditions. It is based on the consideration 
that vestibular systems responsible for orientation become silent in µG (Mallowe E., 2001), 
consequently colors and visual configurations are of primary importance for orientation. The 
experiment is envisaged to be performed in neutral buoyancy using gymnastics students from the 
Movement Science Dept. at Turin University. 
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ABSTRACT 

 
In microgravity under 

weightlessness conditions, where ‘Up’ 
and ‘Down’ have no meaning, 
orientation is of primary importance. 
Instinctual reactions to color and 
symbols are investigated in the WIUD 
experiment to help implement Up and 
Down orientation in Outer Space 
Habitats. 
 

 
Image 1. Expedition 9, Astronaut 

Mike Fincke juggles oranges in zero 
gravity. (c) NASA 
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Keywords: 
Colors influence and interact with our everyday life. In extreme environments, as in outer 

space, it has a crucial impact on astronauts’ lives. 
In outer space habitats, orientation can only be achieved visually, since the vestibular 

system becomes silent (Mallowe E., 2001). In this extreme environment, where astronauts 
experience isolation, body microgravity adaptation and the consequent psycho-physiological 
problems, colors can support both the orientation and well-being (Schlacht, I.L., 2008). 
      WIUD is an acronym for “Where is Up and Down”, an experiment that studies instinctual 
reactions toward colors and symbols for “up” and “down” orientation in a microgravity 
environment. In this experiment the subject, lying in “bed rest” posture and watching the 
ceiling, is asked to give the correct up and down orientations of different images projected on 
the ceiling. The images are photos of the International Space Station (ISS) interiors, symbols 
and color configurations.  

WIUD is a phase of a project called µgOrienting which investigates the visual stimuli 
needed to improve space habitability. This is team project with the Chair of Human-Machine 
Systems, Technische Universität Berlin, and SUISM Torino and Torino University Lab of 
Anthropometry and Ergonomics (Dr. Margherita Micheletti Cremasco). 

 
Table 1. WIUD experiment; images and results. Images (c) NASA and  I.L. Schlacht  

 

IMAGE 
Right 
orientati
on 

Time (sec.) 
Mean: 6,239 IMAGE 

Right 
orientati
on 

Time (sec.) 
Mean: 6,239

Image 1 
 
URSS ISS 
module 
(chaotic 
colors) 

Subjects
: 29/40; 
%70,7 

Mean: 6,032; 
Std. 
Deviation: 
5,098 

Image 4 
 
Earth in 
space 
image 
(blue 
down, 
black up) 

Subjects
: 31/40; 
%75,6 

Mean: 
6,559; 
Std. 
Deviation: 
10,039 

Image  
2 - l  
 
Columbus 
ISS module 
(with 
orientation 
label) 

Subjects
: 13/20; 
%61,9 

Mean: 7,421; 
Std. 
Deviation: 
5,334 

Image 5 
 
Up down 
orientatio
n label 
(blue up, 
brown 
down) 

Subjects
: 38/40; 
%92,7 

Mean: 
4,073; 
Std. 
Deviation: 
3,589 

Image  
2 - nl  
 
Columbus 
ISS module 
(without 
orientation 
label) 

Subjects
: 5/20; 
%25,0 

Mean: 8,593; 
Std. 
Deviation: 
5,822 

Image 6 
 
Man 
pictogram 
orientatio
n label 
(brown 
line as 
down) 

Subjects
:  
39/40; 
%95,1 

Mean: 
3,385; 
Std. 
Deviation: 
2,674 

Image 3 
 
USA ISS 
module 
(stripped 
off) 

Subjects
: 25/40; 
%61,0 

Mean: 6,103; 
Std. 
Deviation: 
3,569 
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In total 41 subjects (29 males, 12 females; Max. age 60, Min. age 23, average age 33) 
were involved, and one person’s data was excluded for the final analysis. 

The images were projected with a circular shape by the WIUD program (© MMS TU-
Berlin 2008 Christian Kothe) in random order and with a random angle of alignment obtained 
using the Mersenne Twister random number generator. 

The task was to orient as fast as possible 6 images using a computer mouse. The data 
recorded were: the subject’s personal data; order of sequence and initial angle of the images; 
final angle and length of time in which the image is oriented by the subject (RT=reaction 
time). 

 
 

Image 1
Image 2 - l

Image 2 - nl
Image 3

Image 4
Image 5

Image 6

Right Value%

Time (sec.)Statistic
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Graphic 1. Results of WIUD experiment. (c) I.L. Schlacht 

The results showed that, although the Russian module (Image 1) has more colors and 
chaotic configurations, it showed a greater number of right and faster oriented images 
compared to the American module (Image 3). However, this inverse correlation between 
reaction time and number of correct results didn’t show a valid statistical relevance. 

Use of orientation labels in the Columbus ISS module facilitated orientation, since 
reaction time of Image 2l is lower than Image 2nl, and the percentage of correct orientation of 
Image 2l is greater than Image 2nl, with a statistically valid relevance of 0.025 < 0.05 (Bortz, 
1995), [Image 2l, Image 2nl Pearson Chi-Square: value 5,013a; df 1; Asymptotic Significace 
(2-tails) .025]. 

Man pictogram (Image 6) was the easiest to orient (faster and higher percent of correct 
orientation) followed by the “up and down” label (Image 5). The “Earth in space” image 
(Image 4) showing blue earth and black sky was more difficult to orient. However, the 
comparison of Images 4, 5, 6 showed no statistical relevance. 

 
Comments:  The experiment will be further developed to explore the statistical relevance of the 
relationship between chaotic visual configuration and orientation in the interior ISS module, with 
and without the use of orientation labels. 
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